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Настоящий РТМ распространяется на комплексы технических 

ср ед ств (КТС) автоматизированных систем интегрированного много­

уровневого управления (ИАСУ), автоматизированных систем  управле­

ния (АСУ) технологическими процессами; АСУ гибкими производствен­

ными системами; АСУ организационно-экономическими процессами; 

автоматизированных систем (АС) научных исследований и производ­

ственных испытаний; АС проектирования изделий; АС обработки ин­

формации.

ИМ устанавли вает методики выполнения псоектнкх работ по вы­

бору структуры, р асчету производительности и комплектации, пока­

зател ей  загрузки и реактивности распределенных Еичиолительп;# 

систем и сетей  ЭВМ. РТМ является реномеидательнь-;м
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I .  ПРОЕКТИРОВАНИЕ ЛОКАЛЬНЫХ ШРШСЖГЕЛЬНЫХ СЕТЕЙ

1 .1 .  Общие положения

1 . 1 .1 .  Локальная вычислительная сеть  (ЛВС) -  это распреде­

ленная вычислительная система (ВС), построенная на базе общей 

среда передачи данных (локальной сети св я зи ), обеспечивающей фи­

зическую полносвязность всех компонентов системы, простоту рекон­

фигурации системы и охватывающей отдельную комнату, этаж, здание 

или несколько сравнительно близко расположенных зданий учрежде­

ния, завода, жилых помещений.

1 . 1 .2 .  В настоящее время большинство ЛВС строится на базе 

высокоскоростного канала, общего для всех  абонентов сети , кото­

рые должны разделять его  в условиях стохастического характера по­

тока сообщений. Такая структура диктуется технико-экономическими 

условиями минимизации связного оборудования при сохранении высо­

кой процускной способности сети и полной доступности всех ее  або­

нентов .

В самом общем виде ЛВС являются распределенным! системами, 

для которых выполняется условие Atfd  5* 1 , где Д Т  -  максималь­

ное время прохождения сигнала по передающей среде канала между 

двумя произвольными абонентами сети , a  -f<j -  скорость передачи 

данных.

1 .1 .3 .  №огомавшнные распределенные вычислительные системы 

(ЫРВС) на базе ЛВС представляют собой структуры, в которых ЭВЫ 

связаны и взаимодействуют через общую магистраль с помощью сквоз­

ной адресации принимающих наш и. Последнее объясняется тем, что 

ЛВС относятся к сетям с  селекцией информации, суть которой заклю­

чается в отборе из проходящего по каналу потока данных блоков ин­

формации по адресам их назначения.

Для занятия канала с целью передачи данных в ЛВС с еелекци
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информации существует множество алгоритмов, регламентирующих по­

рядок взаимодействия абонентских станций на уровне канала пере­

дачи данных. Этот порядок зависит прежде всего от способов орга­

низации управления ЛВС.

1 . 1 . 4 .  Количественные требования к ЛВС (скорость передачи, 

надежность и другие) определяются областью ее применения и могут 

применяться в  весьм а широком диапазоне. Например, для диалогового 

поиска информации обычно достаточно скорости 1 9 ,2  Кбит/с, для пе­

редачи файлов -  10  Мбит/с, а  для взаимодействия прикладных ЭВМ в 

распределенной вычислительной системе требуется 2 0  Мбит/с и более.

1 . 1 . 5 .  Гипотетическая ЛВС, пользующаяся наибольшим спросом, 

имеет следующие характеристики: скорость передачи -  I —10 Мбит/с; 

максимальная удаленность объектов друг от друга -  2 - 5  км; макси­

мальное число абонентов в  сети от 256 до 1024; среда передачи 

данных -  витая пара или коаксиальный кабель; топология -  шина 

(магистраль) или кольцо; максимальная длина кабеля мещду двумя 

приемопередатчикам! -  500  м. Владельцем такой ЛВС, как правило, 

явл яется  одна организация или предприятие.

1 . 2 .  Типы локальных вычислительных сетей

I . 2 . I .  Локальные сети могут иметь централизованное либо 

децентрализованное управление доступом к каналу.

При централизованном управлении передача данных выполняется 

либо полностью под управлением выделенного устройства, либо с  ка­

ким-либо его  участием. Централизованное управление может выпол­

няться одной ЭВМ системы, из числа присоединенных к каналу, или 

специальным контроллером сети . Контроллер может работать в режиме 

опроса, опрашивая каждую из ЭВМ, в режиме прерываний, когда каж­

дое приходящее сообщение запоминается и передается в  соответствии 

со  своим приоритетом или в режиме централизованного распределения,
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ври которой любой из ЭВМ по ее  запросу может быть вццелен один 

или несколько тактов времени для передачи данных.

1 .2 .2 .  При децентрализованном управлении бесконфликтная пе­

редача осуществляется в  результате взаимодействия абонентов сети . 

Этот подход распространен наиболее широко на базе каналов с  мно­

жественным пропорциональным и случайным методами доступа.

1 .2 .3 .  При пропорциональном методе доступа исключение воз­

можности конфликта источников обеспечивается заданием периодичес­

кой последовательности (очередности), в  которой абоненты сети мо­

гут занимать канал для передачи данных.

Наиболее простая реализация зтого метода обеспечивается в 

последовательном канале, замкнутым в кольцо. Последовательным 

считается катал, содержащий упр авляете от абонентов интер­

фейсные блоки.

В сети с кольцевым каналом реализуется циклическая очеред­

ность абонентов, которая продвигается признаком разрешения пере­

дачи.. Этот признак получил название жезла или эстафетной передачи.

1 .2 .4 .  Локальные сети на базе канала со случайным множест­

венным методом доступа бывают тактируемыми и нетактируемыми.

В системах без тактирования абоненты могут передавать сообщения 

в любое время, тогда как в тактируемых ЛВС передача осуществля­

ется  только в заранее определенные интервалы времени.

2 .  ОЦШКА ПРОИЗШДШЛЬНОСТИ ВЫЧИСЛИТЕЛЬНЫХ СИСТЕМ

НА БАЗЕ ЛОКАЛЬНЫХ СЕТЕЙ С ЦЕНТРАЛИЗОВАННЫМ УПРАВЛЕНИЕМ

2 .1 .  Исходные данные

2 .1 .1 .  Основными исходными данными для расчета производи­

тельности, времени реакции, определения конфигурации распределен­

ных вычислительных систем на базе ЛВС являются:

количество источников (абонентов ЭВМ);
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интенсивность потока сообщений абонентов;

объем информационной и служебной части пакета;

пропускные способности коммуникационного оборудования сети .

2 .1 .2 .  Интенсивности потоков сообщений абонентов определяет­

ся их производительностью. Расчет производительности вычислитель­

ных систем, являющихся абонентами сети, выполняется в  соответст­

вии с  РТМ 25 21 2 -8 6 , ч .2 .

2 .1 .3 .  Объем информационной и служебной части пакета зависит 

от используемого протокола и определяется программа! обеспечени­

ем сети .

2 .1 .4 .  Пропускные способности коммуникационного оборудования 

ЛВС берутся из паспортных данных их комуникащганцого оборудова­

ния (справочное приложение I ) .

2 .2 .  Расчет времени передачи и требуемой пропускной 

способности тактируемой магистрали с  централизованным управлением

2 .2 .1 .  Тактируемая магистраль представляет собой разделяем ^ 

по времени моноканал, в котором время делится на интервалы, назы­

ваемые тактами и объединяемые в кадры.

Центр управления магистралью назначает такты абонентам, при­

чем назначение тактов уникально для каждого абонента, т . е .  один и 

тот же тахт разных кадров всегда выделяется только одной ЭВМ.

Все запросы на получение тактов принимает программа управле­

ния моноканалом, постоянно резидентная в одной из ЭВМ МРВС. Эта 

программа просматривает свои таблицы и определяет наличие свобод­

ных тактов, а  также возможность удовлетворения запросов.

2 .2 .2 .  Пропускная способность тактируемой магистрали -fK оп­

ределяется как отношение общего числа битов в кадре (W ) к его 

периоду (Т ) , т .е .

( I )
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Время передачи магистрали таких систем определяется интер­

валом между тактами, назначенными ЭВМ, и определяется по формуле:

—  . <г>
где Т -  период кадра, с ;

И , -  число тактов в кадре, выделяемое одной ЭВМ.

2 . 2 .3 .  Число тактов в кадре, выделяемое одной ЭВМ, определя­

ется  из соотношения:

^т= 1шН > (3)
где W  -  средний объем информации, передаваемый в кадре одной 

ЭВМ, бит ;

UT -  объем информации, передаваемый за  один такт » бит ;

J .. .  | -  ближайшее большее целое число

W -  Т -Ь -Я  , (4 )

где Т -  период кадра с ;

Ь -  длина передаваемого сообщения , бит ;

Я -  средняя интенсивность поступления сообщений » е“*  •

2 .2 .4 .  Минимально необходимая пропускная способность канала 

определяется по формуле:

fit  -  ЦмКтИ№+р ) / т , (5 )

где М -  число ВВП, подключенное к магистрали;

Ку -  число тактов, выделяемое одной ЭВМ;

||...|| -  ближайшее большее число, являющееся целой степенью двой­

ки;

UT -  число информационных битов, передаваемое в одном такте, 

бит }

Т -  период кадра, с ;

Y - число служебных битов, передаваемое в одном такте, бит
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2 .3 .  Пример расчета времени передачи информащи тактируемой 

магистрали с централизованным управлением

2 .3 .1 .  Исходные данные:

тактируемая шша имеет период кадра Т = 0 ,4  с ;

объем данных, передаваемых ва один тахт, UP = 256 бит;

объем служебной информации, передаваемой в одном такте,

V *  64 бит;

количество абонентных ЭВМ, подсоединенных к тактируемому 

моноканалу, М = 20$

интенсивность сообщений, передаваемых каждой ЭВМ, Л *  2 с " * ;
средняя дайна сообщения б -  1000 бит.

2 .3 .2 .  Первоначально определяем средний объем данных, пере­

даваемый каждой ЭВМ в одном кадре по форфле (4 )

Число тактов в кадре, потребное отдельной ЭВМ для передачи 

сообщений, определяется по формуле (3).'

Полученное число округляем до ближайшего большего целого,

т .е .

Выделяя каждой ЭВМ по четыре такта и полагая, что они равно­

мерно распределены в кадре, среднее время передачи данннх опреде­

ляется по формуле (2 ) :

2 ,3 .3 .  Минимально необходимая величина пропускной способнос­

ти канала, вычисляемая по формуле (5 ) ,  равна:

W* т-6'я*о,ч-«Ю0*2=$00 б».

К, *  4 .

4;  S |! МКт I! i6* »A - 5о*](256+Й ^ * ' Щ Щ й М *  Ю2М Кбит/с.
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2 .3 .4 .  Если заданным является время передачи t n ,  то из фор­

мулы (2 ) можно найти требуемое число тактов в кадре для отдельной 

абонентской ЭВМ и требуемую пропускную способность канала.

Цусть требуемое время передачи t «  *  0 ,01  с ,  тогда в соот­

ветствии с  формулой (2 ) необходимое число тактов в  кадре, выделя­

емое отдельной ШИ, равно;

2 .3 .5 .  Минимально необходимая величина пропускной способнос­

ти канала, вычисляемая по формуле ( 5 ) ,  в этом случае равна;

{ к *  | 2040| | -320/ а*М 02Ч -320/ М *»Ш  Кбит/с

2 .4 .  Расчет времени передачи и требуемой пропускной 

способности магистрали с опросом- и централизованным управлением

2 .4 .1 .  В системах на базе моноканала с  опросом подсоединен­

ные к нецу ЭВН начинают передачу данных только по запросу конт­

роллера моноканала.

Пропускная способность такой магистрали должна равняться 

сумме пропускных способностей, необходимых для передачи данных 

от одной ЭВМ к одной или нескольким другим, и пропускной способ­

ности, определяемой интенсивностью потока опрашивающих сообщений 

между контроллером магистрали и ЭВМ.

2 .4 .2 .  Требование к пропускной способности моноканала с  оп­

росом задается на основе выражения:

5$* ’ <6>
где tf< -  общее время обслуживания каналом передающей ЭВМ, с  ; 

i p  -  время, затрачиваемое на сигнал опроса > с ;
-fjc -  пропускная способность моноканала > бит/с ;

6 -  среднее значение длины сообщения, включая служебную ин­

формацию , бит ;
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А -  интенсивность сообщений, передаваемых отдельной ЭВМ,
,~1 .

М -  число ЭВМ, подсоединенных к магистрали.

Pdon.- допустимый коэффициент загрузки магистрали (в  большин­

стве  случаев принимается, что рбоп. *  0 , 7 ) .

В уравнении (6 )  t р включает в себя время прерывания, тр ебу­

емое ЭВМ для обработки сигнала опроса и обеспечения готовности 

работы с  каналом. В ряде случаев это равно времени обработки пре­

рывания на ввод сообщения.

Отношение Ь/f -  это время, необходимое для передачи "6"
бит со скоростью -f к , бит/с.

2 . 4 . 3 .  Для обеспечения гарантированного установивш егося р е­

жима и исключения неограниченного роста очередей пропускная сп о - 

сооность моноканала должна удовлетворять соотношению:

г баоМ  .
+ " >  pflon.-^oMtp

(7 )

В свою очередь, для максимального числа ЭВМ, подсоединяемых

к моноканалу с пропускной способностью £  * должно уд овлетвор ять-
К

ся  неравенство:

М ^  P ton-i*
( t p f  к + 6 )  Л

(8)

2 *5 *  Пример р асчета времени передачи информасдеи > 

централизованно управляемой магистралью с  опросом

2 .5 * 1 *  Исходные данные:

пропускная способность шины с побитным обменом,

* к  *  I  Мбит/с;

количество ЭВМ, подсоединенных к шине, М ~ 2 0 ; 

интенсивность сообщений, передаваемых каодоЯ

А * 20  с ' 1 ;

время, затрачиваемое контроллером шины на сигнал опроса,
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"fcp » 20 икс;

средняя дямна передаваемого сообщения, 5 = 1000 бит.

2 .5 .2 .  Первоначально определяем среднее время передачи ка­

нала по форцуле (6).'

t«= tp+J1— = 20 мкс + = 1,02 мс.

Определяем среднее время мезду поступлением сообщения :

= 20-20 = 2 ,5  мс*

Полученные значения удовлетворяют неравенству ( 6 ) .  Кроме 

того, из них следует, что сообщения обслуживаются со скоростью 

приперто в два с половиной раза превтавщеЯ скорость ах поступ­

ления.

2 .5 .3 .  Минимально необходимая величина пропускной способ­

ности канала, вычисляемая по форцуле ( 7 ) ,  равна:

|к г^ . а й7р *  0 ? ^ - ?М2и.и,1ХХАЕ *  670 Кбит/с.

2 .5 .4 .  Максимально допустимое количество абонентных ЭВМ, 

подсоединяемых и каналу, определяется по форцуле (8 ) :

И-, Pdon-fn „  ------ ,------------------- --  35.
( t p h + Ш  <°>oooaZmI(^  * i o o o ) -2о

2 .6 .  Расчет времени передачи и требуемой пропускной 

способности магистрали, управляемой по прерываниям

2 .6 .1 .  Системы на базе моноканала, управляемого по прерыва­

ниям, аналогичны системам с опрашиваемой магистралью. Вместо то­

г о , чтобы посылать по етиы линиям сигналы опроса хацдой ЭВМ, 

контроллер моноканала принимает по ним и ставит в очередь сигна­

лы готовности качать передачу от различных ЭВМ.

Такая процедура предпочтительнее посылки опроса только в 

том случае, если в течение некоторого интервала времени число 

ЭВМ, готовых передать сообщайся, составляет малый процент от их
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общего числа, так как это не связано с  опросом не готовых к пе­

редаче ЭВМ.

Как и в предыдущем случае, определяется по формуле ( 6 ) .

2 . 6 .2 .  Максимальная пропускная способность контроллера моно­

канала достигается при удовлетворении соотношения:

-fг = 2 те ИЛо ,
где е  -  натуральное число, равное 2 ,7 1 8 2 8 ;

До -  интенсивность поступления сообщений ( сообщений / секун­

д у ) ;

М -  число ЭВМ;

ГО -  длина запроса , бит ;

f r  -  пропускная способность управляющих линий для запроса, 

'Ъ т/с .

2 * 6 .3 .  Соответственно оптимальное число ЭВМ, Подключаемых 

к моноканалу, определяется из выражения:

И- тг_ 
2т8Ло ) (10)

г т
и Ш)

где -  длительность запроса в секундах.

Приведенные равнения позволяют определить максимальное 

число ЭВМ на шине, при котором на заданной полосе пропускания -  

■f г можно избежать серьезных конфликтных ситуаций -  прерываний 

запросов. Следует иметь ввиду, что уравнения ( 9 ) ,  (1 0 )  основыва­

ются на предположении о существовании отдельного канала для по­

сылки запросов на передачу к центральному контроллеру.

За меру использования такой распределенной системы принима­

ется  коэффициент загрузки шины р ,  рассчитываемый по формуле:

J 3 *  я - t n  • '1 2 )
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Если p 'r 't  , то запросы поступает быстрее, чей ши могут 

быть обслужены, что приводит к неограниченному росту очередей.

С другой стороны, при j ) £ 1 очередь остается конечной, а  систе­

ма устойчивой.

2 .7 .  Пример расчета времени передачи информации магистрали, 

управляемой по прерываниям

2 . 7 .1 .  Исходные данные:

пропускная способность вмны = I  Мбит/с;

средняя дю на сообщения Ь  = 1000 бит;

количество ЭВН, подсоединенных к вине М = 2 0 ;

длина сообщений-запросов Щ *  10  бит;

время обработки прерываний t p  => 0 ,0 0 2  мс;

интенсивность сообщений, поступающих от халдой ЭВМ

% *  2 0  с - 1 .

Среднее время передачи данных определяем по формуле ( 6 ) :

О*002 + = 1 ,0 0 2  м с.

2 .7 .2 .  Максимальная пропускная способность контроллера вины 

по обработке сообщений-запросов на передачу достигается при сле­

дующей длительности запроса, определяемой из формулы (9 ) :

.ts =  2еМ Й ~~ а о*46 “ с -

Для 10-битовых сообщений запросов необходимая пропускная 

способность определяется в соответствии с  формулой ( I I ) ,  как

Из уравнения (12) получаем:

j3s ^-tK= 20 с"1* 0,001002 с = 0,02.

Поскольку р  'f сообщения в тйкой системе будут обслужи­

ваться практически с временем передачи "fc«.
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2 .8 .  Расчет производительности Многомашинных распределенных 

вычислительных систем на базе тактируемой магистрали 

с централизованным управлением

2 .8 .1 .  Одной из основных целей создания современных 1FBC 

является увеличение производительности за  счет распараллеливашя 

процессов обработки данных.

Наиболее простой способ создания НРВС обеспечивается на ба­

зе  периодически тактируемой магистрали с централизованным управ­

лением.

В этом случае каждой абонентской ЭВМ выделяется некоторый 

постоянный интервал времени t « ,  в течение которого ей предо­

ставляется возможность занятия канала.

Программное обеспечение (ПО) таких МРВС требует одновремен­

ного выполнения нескольких задач. Вполне естественно, что дости­

гаемое при этом увеличение производительности зависит от то го , 

на какое число параллельных процессоров может быть расчленена 

заданная постановка задачи.

2 .8 .2 .  Функционирование данной №ВС в общем случае происхо­

дит следующим образом.

Введением сведений о заданиях, которые через систему ввода- 

вывода или из ведущей ЭВМ поступают к остальным ЭВМ, МРВС сооб­

щается, какой процесс и с  к а ш и  данный! должен обрабатываться. 

Данные о результатах выполнения заданий поступают обратно в ве ­

дущую ЭВМ. Задания принимаются без адресации, так как все  ЭВМ 

имеют идентичную структуру, а  необходимые программы и данные 

для обработки содержатся в каждой ЭВМ. Выбор ЭВМ осуществляется 

посредством специальной схемы выбора или ведущей ЭВМ. Кая только 

ведущая ЭВМ обнаруживает, что одна из подчиненных ЭВМ свободна, 

в последнюю поступают сведения о слехуцщем требующем вшолнеш.к 

задании.
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На черт Л  приведена модель МРВС с  периодически тактируемой 

магистралыо. Магистраль периодически на постоянный промежуток 

времени занимается 8ВМ. В течение этого времени принимаются дан­

ные о заданиях* а  результаты обработки предшествующего задания 

посылаются обратно на устройство приема заданий.

Постоянно пополняемый буфер заданий представлен на черт Л  

очередью заданий. К свободной ЭВМ ( I  ~ М) по принципу "первым 

пришел -  первым обслужен" подключается магистраль через переклю­

чатель -  П£. Во время этого подсоединения имеющийся в ЭВМ резуль­

тат  посылается по магистрали и по ней же к той же ЭВМ передается 

новое задание. Распределение на ввод задания а  выдачу результата 

происходит в переключателе П р

2 . 8 .3 .  Аналитические выражения характеристик вышеописанной 

многомашинной распределенной вычислительной системы представляют­

с я  выражениями (13) и (1 4 ) .

Время выполнения заданий в  WBC, представленной моделью на 

ч ер т.1 ,  определяется по формуле:

Г ь = ( М - 1) t  к + MU exp [-(М-1) U/taSp 1 * 
x [ f - 0 p ( - f 1 t K / t o $ x ) ]  !

Пропускная способность такой даогомашинной распределенной 

вычислительной системы, выражаемая в числе заданий в единицу 

времени, равна:

А(МЬ MCl-exp(-MtK/tô p)]{tK(M'1)5' (14)
х [ 1-ехр(-тк/*аф)>Ж:«ехр

где М -  число ЭВМ;

t *  -  квант времени канака, выделяемый ЭВМ , с  ; 

toSp -  время обработки задания в ЭВМ , с  .
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Модель функционирований WBC на базе ЛС 

с детерминированным методом доступа

'задянйй
ЭВМ,

э в ц ,

—  очередь вводимых заданий;

Up Ilg -  переключатели

Черт Л



Сев, К т,.Ш ДШ &ЛжЗ
2 .9 .  Расчет времени реакции магистрали со случайным методом 

доступа и децентрализованным управлением

2 . 9 .1 .  Наиболее адекватной моделью описания таких систем 

является такая модель, в которой время обслуживания магистралью 

общее и применяется дисциплина очереди, разделяющая магистраль. 

Разделяющая общий канал дисциплина очереди предполагает, что 

мощность обслуживания канала равномерно распределена между всеми 

запросами.

Модель, представленная сетью систем массового обслуживания 

(СНО) с конечной совокупностью интерактивных систем, приведена 
на чер т.2 .

Первая СУО моделирует поток требований от М ЭВМ, а  вторая -  

обслуживание этих требований общим каналом.

Требования в сети СЮ, представленной на черт.2 , могут нахо­

диться в любой момент времени в одном из трех состояний: обработ­

ка  заданий (сообщений) в ЭВМ (зто  время называется временем обра­

ботки, t обр. ) ,  ожидание в очереди к общему каналу, обслуживание 

каналом (это время называется "время передачи", t  к ) .

2 .9 .2 .  Среднее время реакции канала для кетактируемой одно­

канальной магистрали в этой случае определяется по формуле:

Т р г ( f f i b —  - <IS>
где М -  число ЭВМ в сети;

и  -  время передачи , с ;

Р0 -  вероятность отсутствия требований на взаимодействие с 

каналом;

tofip- время обработки (с  ) определяется в соответствии с  мето­

дикой, изложенной в РТЫ 25 2 1 2 -8 6 , часть 2 (при этом totip соот­

ветствует принятому в этом РТМ понятию Времени о твета). Если або-

нентами сети выступают терминалы* то это время равно интервалам
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Представление локальной вычислительной сети  со  случайным 

методом доступа сетью систем массового обслуживания

у
~  очередь к каналу ЛВС;

Ш )| -  абоненты ЛВС ( с  источниками требований I t и); 

CMDg ~ канал ЛВС;

^1, Д* -  интенсивности потоков заявок соответственно 

в CMOj и С1Ю2

Черт .2
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времени, через которые вводятся сообщения с терминала. В общем 

случае Р0 (вероятность, что канал свободен) обычно зависит от вида 

распределения как времени обработки, так и времени обслуживания 

каналом. Для использованной наш  модели (ч е р т .2 )  PQ вычисляется

где М -  число станций сети (ЭВМ); 

t * -  время передачи данных, с  • 

t # .  -  время обработки, с  »

№~ текущее число обслуживаемое станций сети .

Среднее число ЗВМ (станций) в очереди на передачу пакетов

2 . 9 . 3 .  Количество станций (ЭВМ) сети , начиная с  которого 

дальнейшее увеличение их числа приведет к насыщению канала, опре­

деляется по формуле:

М * .  А Л Л .  . » >
t f t

Количество ЭВМ, равное I г ,  является  максимальным числом, ври 

котором еще существует возможность составления графика их работы, 

исключахнцего взаимное влияние друг на др уга. При этом для 

взаимное влияние станций сети практически о тсу тствует, Zp прибли­

жается к t *  , а  для М добавление к сети одной ЭВМ приводит к 

увеличению времени реакции канала на t n  .

2 . 9 . 4 .  Для 5  -  канальной магистрали* общей для М ЭВМ, время 

реакции определяется по формуле:

по формуле:

« 6 )

* « -t&— т Р .
и

(1 7 )

t r i p *

(1 9 )
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где П -  текущее число обслуживаемое станций c e n t .

При больших значениях М, когда Р0  стремится к  нулю, время 

отклика $  -канальной магистрали достаточно точно определяется 

но формуле;

t p -  - -  to g p , (2 0 )

где S -  число каналов;

U -  число ШИ;

t -к -  время передачи данных, с  ;

to6p -  время обработки • с  .

Пропускная способность сети , выраженная в числе заданий 

( взаимодействиях с  каналом) в  единицу времени, определяется по

фч» » ” : м м

Л{м)= ^Tt^7= TS ’ ®>
где Хр -  время реакщ и канала , с  ;

Ы р -  время обработки в ЭВМ (интервал времени, чер ез кото­

рый абоненты сети взаим одействуй с  каналом);

М -  число ЭВМ (абонентов се т и );

t e  -  суммарное время нахождения тре бования в  си стем е.

2 .1 0 .  Расчет времени реакции тактируемой магистрали со 

случайным методом доступа и децентрализованным управлением

2 . 1 0 . 1 . В рассматриваемых системах конфликты могут возникать 

только в  том случае, если д ва  иди несколько пакетов поступает к 

приемнику в  течение одного и того же так та . Поскольку пакеты из 

смежных интервалов могут и не пересекаться, время реакция такти­

руемой магистрали в  д ва  р а за  меньше, чем в  системах б е з  тактиро­

вания. Столь существенное уменьшение времени реакции до сти гается  

большой сложностью тактируемых систем , так как в с е  передающие 

ЭВМ должны быть синхронизированы с  принимающими.



В таких системах каждая передающая ЭВМ при занятии канала 

действует по алгоритцу.

Источник проверяет занятость канала. Если канал свободен, 

то  источник выполняет п .2 , иначе повторяет п Д .

Источник передает пакет и одновременно отслеживает поло­

жение разрядов в канале. При обнаружении наложения источник пре­

кращает передачу пакета и выполняет п .З .

Источник отсчитывает интервал длительности Х2 A t и вы­

полняет п Л . Здесь X -  случайное целое число, равномерно распре­

деленное на интервале со средним 2 С, где L -  порядковый номер 

конфликта, в который попадает пакет.

Существенной особенностью приведенного алгоритма является 

использование эвристической пороговой процедуры управления (п .З ) 

для обеспечения устойчивости системы.

Одной из наиболее хорошо себя зарекомендовавшей и получившей 

широкое распространение систем на базе тактируемой магистрали со 

случайным множественным доступом является система ” Etftefcnet * .

Во избежание повторения конфликта контроллеры соперничающих стан­

ций системы E t осуществляют повторную передачу в случай­

ные интервалы времени. Чтобы обеспечить оптимальное использование 

канала при изменении нагрузки в сети , интервалы повторной переда­

чи пакетов вычисляются как функции от предистории конфликтов, в 

соответствии с процедурой управления, описанной в п .З  вышеприве­

денного алгоритма.

Контроллер этой сети начинает передачу каждого нового пакета 

в среднем через один такт длительностью Всякий р а з , когда 

попытка передачи приводит к конфликту, контроллер приостанавлива­

ется  на интервал времени случайной длины, в среднем в два р аза

ослылнй предыдущего интервала, ждет, пока пройдут передаваемые 

пакеты, и затем пытается повторить передачу. Поскольку станции
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сети , прежде чем начать передачу, ожидает прохождения текущих п а­

к ето в, такты синхронизируется по концу предшествующего интервала. 

Если на такт претендует только один пакет, происходит занятие ма­

гистрали на время его передачи.

Момент занятия канала характеризует конец интервала соперни­

ч ества  и начало интервала передачи.

2 . 1 0 .2 .  Время реакции в таких системах склады вается из вр е­

мени соперничества и времени передачи пакета и вы числяется по 

формуле:

(22)
гд е . Ь -  длина п а к е т а , бит ;

■f -  максимальная пропускная способность канала» бит/с ;

Т -  длительность такта  или время до обнаружения конфликта 

после качала передачи сообщения, с ;

Кт -  среднее число так то в , прошедших в интервале "соперни­

ч е с т в а " , пока станция не захвати т канал для передачи сообщения.

К т *  . ( 1 - & 1  , (2 3 )

где Р -  вероятность т о г о , что в течение такта ровно одна ЭВМ 

(станция) попытается передать пакет я захвати ть канал

< 2 4 )

где «С -  число ЭВМ (станций) в очереди на передачу п ак ето в , опре­

деляемое по формуле ( 1 7 ) ,

2 . I I .  Р асч ет  времени реакции магистрали с  пропорциональным 

методом доступа и децентрализованным управлением

2 * 1 1 .1 .  Одним из распространенных методов пропорционального 

метода доступа в канал является эстафетная передача маркера. Этот 

метод р азработан ,в основном?для сети с топологией замкнутого
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кольца. Однако он также применим для сетей с моноканальной и 

древовидной структурой и позволяет использовать преимущества г а ­

рантированного доступа.

Для этого по моноканалу передается короткий пакет, содержа­

щий адрес абонента, которому предоставляется возможность занятия 

канала. Если при зтом абонент не имеет готового пакета для пере­

дачи данных, он изменяет адрес в полученном маркере и передает 

его  обратно в моноканал. При наличии готового пакета эта операция 

выполняется после передачи данных. Обычно адрес в пакете эстафет­

ного ыаркера изменяется путем инкрементирования, т .е .  очередность 

сети является циклической.

В кольцевой сети циклически продвигается сам маркер. Стан­

ция, в которук поступает маркер, изымает его из кольца и передает 

сообщение в канал в виде адресуемого блока данных, называемого 

кадром. Станция формирует кадр, снабжал его  адресом интерфейса 

станции-приемника и передает этот кадр в кольцо.

Другие станции, расположенные по кольцу за  передатчиком, по­

лучив кадр, проверяют указанный в нем адрес и, в случае несовпа­

дения с  соответствующим адресом, ретранслируют его дальше в коль­

цо. Таким образом, посланное от одного узла сообщение проходит 

по кольцу,пока не дойдет до станции-адресата или не вернется в 

предыдущую станцию. В некоторых системах сообщение удаляется пе­

редающей станцией, тогда как в других -  станцией-приемником.

В первом случае передающая станция может сравнить переданное со­

общение с  тем же сообщением после его прохождения по всецу коль­

цу и осуществись контроль ошибок.

После передачи требуемого сообщения станция-источник за ­

пускает в кольцо задержанный ею маркер, предоставляя тем самым 

возможность занятия кольца следующим абонентам.

Изъятие маркера из кольца осуществляется разными способами.
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Фактически маркер - это код, передаваемый в коротком пакете. 
Каждый источник, получая маркер, использует его для синхронизации 
начала передачи пакета данных и изменяет разряд кода маркера на 
соответствующий данной станции. Тем самым другим станциям предо­
ставляется возможность идентифицировать источник передачи.

2 .1 1 .2 . Цифровая передача по кольцу осуществляется с времен­
ным уплотнением. При этом пропускная способность канала определя­
ется наборами временных тактов. При постоянной длительности паке­
та его среднее время пребывания в сети в соответствии с моделью, 
приведенной на черт.1, задается формулой:

тс = ( м -1) ф ) + и t(M-i)(6/4 )/fegp] *
* | f-e x p [-M (g //« )/t06p ] j , (2б)

где К -  число абонентов сети (ЭВМ);
4  -  пропускная способность канала, бит/с;
и -  д а т а  пакета, бит;

to6p -  время обработки в ЭВМ (интервалы времени, черев кото­
рые абоненты сети взаимодействуют с каналом).

2 .1 1 .3 . Пропускная способность сети, выраженная в ядимитучг 

сообщений (заданий с временем обработки -  to6p ) за определенный 
интервал, определяется по формуле:

Л(М)= n [i -« p [-H (6 /4 .) / t* > ]] { (5 /4  х н - О »
Г шт- -  Ж. 1 а-* (2 6 )
х D-expr-P1(6/-f«)/-frd6pl+1«М cxpt ( ,

где обозначения аналогичны прнведеннш в (25).

2.12. Определение конфигурации, расчет пропускной 

способности и времени реакции миогоматанных распределенных 
вычислительных систем на базе локальных сетей

2 .I 2 .I .  Исходными данныт для расчета являются:
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топология сети и метод доступа к каналу; 

пропускная способность магистрали -  , бит/с ;

размеры передаваемых сообщений -  6* бит ; 

интервалы времени» через которые абоненты сети осуществляют 

взаимодействие с каналом (время обработки в ЭВМ или время работы 

з а  терминалом) *  to{f> , с ;

интенсивности получения запросов на обработку в источниках 

сообщений (заданий) ~ » с~* ;

количество источников -  К; 

время передачи -  t  ts с  .

2 . 1 2 .2 .  Первоначально рассчитывается суммарный поток требо­

ваний в системе по формуле:
к

, (2 7 )
1*1

где К г количество источников;

Дй -  интенсивность запросов в i -м  источнике,

2 .1 2 .3 .  Вычисляется минимально необходимое число узлов 

(ЭВМ или терминалов) сети из выражения;

м =  | Д6а ( to f ip + tiO  | , (2b )

гд е  tofip -  непосредственное время обработки; 

t n  -  время передачи по каналу;

I'-' \ -  знак округления до ближайшего большего целого. 

Вычисляется время передачи данных по одной из форцул ( 2 ) ,

( 6 ) в зависимости от метода доступа к каналу.

Подставляя полученные значения Ы, t « ,  tadp в выражения

( 1 3 ) ,  ( 1 4 ) ,  ( 1 5 ) ,  ( 2 1 ) ,  ( 2 2 ) ,  ( 2 5 ) ,  ( 2 6 ) ,  вычисляются время реак­

ции и процускная способность 1FBC, построенных соответственно на 

б а з е : централизованно управляемой тактируемой магистрали с  детер­

минированным методом доступа; магистрали со  случайным множествен­

ным методом доступа; тактируемой магистрали со случайным ьножест-
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венным методом доступа; децентрализованно управляемой кольцевой 

магистрали.

2 .1 3 .  Пример расчета производительности многомашинной 

вычислительной системы на базе тактируемой сети 

с  централизованным управлением

2 .1 3 .1 .  Интенсивность потока сообщений [ - г о  источника,

* 0,01 с- *;

количество источников, К = 2 0 ;

среднее время обработки сообщений, to6p *  2 0  с ;

среднее время передачи, t n  *  5 с .

Рассчитываем суммарную интенсивность входных сообщений по 

формуле (2 7 ) :

Дбх = К Дс = 2 0 -  0 ,0 1  = 0 ,2  с -1

По форцуле (2 ? )  определяем юшимально необходимое число 

узлов сети :

м .  ( to6p  + t « )  = 0 , 2 - 2 5 * 5 .

Принимаем U = 5 .

2 .1 3 .2 .  Вычисляем по формуле (1 3 ) среднее время пребывания 

требования в системе;
-(M-Otft/tofip _  ,(H-<)tR/to6pr  -MU/tобр 1

Г с Ч М '1П « [ 1- е  > M t n C  L l / d - e  ) J *

*  4>5 ( I  -

+ 2 5 -0 ,3 6 8  
I  -  0 ,2 5

о-4*5/20% 5 -б е "4 ‘ ^ 20
* 1 * j I e-b;fa/20

*  1 2 ,6  4  1 2 ,3  *  2 4 ,9  c  •

2 0 - ( I  -  0 ,3 6 8 )  ♦

Пропускная способность системы, определяемая по формуле

( 1 4 ) ,  равна:

A ( M ) r « £ L  = 2579  = 0?2 .



CtD»26  ИМ 25 212-86  ч .З

2 .1 4 .  Пример расчета производительности многомашинной 

вычислительной системы на базе сети с  децентрали з  о ванным 

управлением и случайным методом доступа

2 .1 4 .1 .  Расчет произведем для тех  же данных, что и в под­

разделе 2 .1 2 .

Из уравнения (1 6 ) вычисляем вероятность то го , что канал

свободен: .

р - г  у - * ■ '  . ( t .  f l ' _  Г т  s.1 . / j_r 1LA.(и-m)! vto& / J L L (5-m)/ \ го ' -1 ~*И0

[
I  ♦  I ’ g -3 -4 *5  . Л )  + I - 2 - 3 - 4 - 5  . ,U Z + 1 -2 -3  4 - 5  Л  A

I - 2 - 3 - 4  4 1 -2 -3  4  1 -2  4

—  ̂ ' 4 '5 (i)4 ♦ 1-2-3-4-5-(i)5 l _I = 
1 4  4  J

0 ,1 9 9 .
I  4 1 ,2 5  4 1 ,2 5  4 0 ,9 3 7  ♦  0 ,4 6 9  + 0 ,1 1 7  5 ,0 2 3

Среднее время реакция канала в соответствии с  уравнением

(1 5 )  равно:

Среднее время пребывания сообщения в системе равно:

Те - T p *to 6p  = 1 1 ,2 1  ♦  2 0  *  3 1 ,2 1  с .

Пропускная способность систеда равна:

Л ( М ) = _5_ = о,1бо,с-1
Те 2 1 ,2 1

2 . 1 4 .2 .  Среднее число 2БМ в очереди на передачу, определяе­

мое по формуле ( 1 7 ) ,  равно:
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Оптимальное число ЭВУ, начиная с  которого дальнейшее увели­

чение их числа начинает насьщ&ть канал, определяется по формуле 

( 1 8 ) :

м # = ,  5  + 2 0  = ъ
tK 5

2 .1 4 .2 .  Если увеличить число абонентов локальной сети до 8  

(У =6), тогда с  помощью используемых выше форцул получим следув~ 

щие результаты:

Р0 = 0 ,0 3 0 7 ;

Тр = 2 1 ,5  с ;

t c  *  4 1 ,5  с ;

П,, -  0 ,1 9 3  с " 1 ;

i .  ш 4 , 2 .

Таким образом, увеличение на 60% количества абонентов сети  

увеличивает пропускную способность канала только на 18%, в то  

время как увеличение времени отклика составляет 96%, а  длина оче­

реди -  на 131%.

Полученные характеристики иллюстрируют состояние насыщения 

системы.

2 .1 5 .  Пример расчета производительности многомашинной 

вычислительной системы на базе тактируемой сети со  случайным 

доступом и децентрализованным управлением

2 .1 5 Л .  Пример расчета проиллюстрируем на исходных данных 

п о д р а эд .2 .1 4 , при длительности такта канала с зт и , Z = 16 м с.

Для расчета времени реакции канала с тактируемой магистрали 

необходимо дополнительно провести следующие вычисления.

В соответствии с .длиной очереди к каналу, рассчитанной в 

п о д р азд .2 .14 , определяем по форцула (2 4 ) вероятность Р т о г о , что 

в течение такта ровно одна ЭВМ попытается передать сообщение
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P ( I Г ( I
1 ,6 2

0 ,4 5
0 ,6

0 ,5 2 .

Среднее число тактов, проходящих в интервале "соперничества", 

пока станция сети не захватит для передачи канал, определяем по 

формуле (22).'

К_ *  ( I  -  Р)/Р *  я 0 ,9 2 .
^  0 ,5 2

2 .1 5 .2 .  Время реакции канала, определяемое по формуле (22), 

равно:

T p s &/£ + K f  t  = 5 + 0 ,9 2  • 0 ,0 1 6  с % 5 ,0 1 5  с .

Здесь принято, что отношение 6/-fK в форцуле (22 ) равно 

времени передачи t n ,  принятому в п одр азд .2 .13 , равным пяти 

секундам.

Среднее время пребывания сообщения в системе , , равно:

tc= T p  + to6p -  5 ,0 1 5  ♦ 20  » 2 5 ,0 1 5  с .

Пропускная способность системы равна:

А (И ): И
Я

5
25 ,0 1 5

0 ,2  с " 1 .

Из приведенного примера расчета видно, что пропускная способ­

ность тактируемой сети со случайным доступAi (зд есь Гр » 5 ,0  с )  

в два р аза выла, чем нетактируемой сети ( Гр, полученное в 
п одр аэд .2 ,14 , равно 14,014  с ) .
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3 . АНАЛИЗ ВЫЧИСЛЙТМЬНОЙ СИСТЕМЫ В СОСТАВЕ АБОНЕНТСКОГО 

И КОШСГГАЦИОННОГО УЗЯСВ СЕТИ ПЕРЕДАЧИ ДАННЫХ

3 .1 .  Определение необходимой производительности процессора 

абонентского и коммутационного узлов сети

3*1 Л .  Необходимая производительность процессора абонент- 

ского и коммутационного узлов сети (оп/с) находится по формуле;

(2 9 )
п Тдоп.

где Д/ Ж -  суммарная интенсивность входного потока сооб-
L~1

щений (пакетов) в &ВМ;

-  интенсивность входного потока сообщений с I - г о  кана­

ла связи , сообщевий/с;

/I -  число каналов, подключаемых к узлу коммутации;

Допустимый коэффициент загрузки процессора;

ЦТ -  количество машинных (процессорных^ операций, необходи­

мых для обработки одного сообщения, оп/с*

3*1*2*  Количество машинных операций, необходимых для обра­

ботки одного сообщения, определяется по формуле:

щ - ~  H + G - ~ H  + Q ' h ,  (зо)

где И -  количество машинных операций, связанных с обработкой 

информации в ЭВМ (организация очередей, обращений во внешней па­

мяти и т . д * ) ;

&=Qh -  количество операций процессора, необходимых для пере­

дачи (приема) или транзита одного сообщения;

tl -  количество машинных операций, необходимых для переда­

чи (приема) или транзита одного байта инфо| лации;

Q -  средняя длина передаваемого сообщения,байт*

3 . 1 . 3 *  Рассмотрим пример оценки необходимой производитель­

ности процессора для обработки потока заданий информации.
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При обмене блоками информации между мультиплексором пере­

дачи данных (ЩЦ) и ЭВМ на обработку прерывания при лрограмшом 

переходе к выполнению макрсинструкши телекоммуникационного ме­

тода д о со л а  затрачивается & = 20С0 оп.

На обработку блока информации с учетом организации очере­

дей, обращений к внешне? памяти и другие функции затрачивается 

Н *  1000 оп.

Для обеспечения комцуташш сообщений центральной ЭВМ с об­

щим потоком V  *  5000 байт/с и при длине блока Lfi/i « 120 байт 

требуемая производительность процессора равна:

где Ц/(Эоп= 0 ,5  -  допустимый коэффициент загрузки процессора с 

учетом обеспечения необходимого качества обслуживания.

3 .2 .  Загрузка процессора в составе абонентского и 

коммутационного узлов сети

3 .2 .1 .  Загрузка процессора в составе абонентского и комму­

тационного узлов сети передачи данных определяется типом приме­

няемых средств телеобработки и протоколом сети. В табл Л  приве­

дено количество операций процессора (& ), необходимых для приема 

(передачи) (ПП) и транзита (ТР) одного сообщения (блока инфор­
мации).

Таблица I
Количество операций процессора, необходимых для

передачи (приема) и транзита одного сообщения

Кате-1Вид [ Количество операций процессора, тыс.оп.
горня! у зл а !----------——-------------- ----------------------1............................... ......

! (длина сообщения 12о байт!длина сообщения 512 байт

I Ш 4 6 ,5 10Ь
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Продолжение таблЛ

Кате-!Вид Г Количество операций процессора, тыс.оп.
горня!узда! .......... . ........ *, п, ,, ,■ „м, > ■    ...... -

I !длина сообщения 12В байт!длина сообщения 512 байт

ТР 9 2 ,6 206

г ПП 30 70

!Р 4 7 ,5 102

3 1Ш 2 2 ,5 6 0

ТР 3 1 ,25 8 1 ,5

4 ш 1 8 ,75 3 3 ,7 5

ТР 2 2 ,7 5 2 2 ,7 5

5 ш 10 2 3 ,2 5

ТР 5 ,2 5 5 ,2 5

Количество операций процессора соответствует работе с  раз­

личными адаптерами и мультиплексорами передачи данных из номен­

клатуры СИ ЭВМ. По набору выполняемых протокольных функций и по 

наличию средств прямого доступа к оперативной памяти классифици­

ровано 5  категорий адаптеров и цультиплексорОв:

категория I  -  асинхронные адаптеры « т а  АДО-А ( D L - I I ) ,

ВС АДР СМ 6 5 0 2 , ЩД типа СМ 8514 (D H -I I ) ,  СМ 6521 Ф Я - Ш ,

СМ 8529 ;

категория 2  -  синхронные адаптеры и М1Д, не имеющие прямого 

доступа в память типа АДС-С (D U P -II) , СМ 8507;

категория 3  -  адаптеры и ЩД, полностью отрабатывающие ка­

нальный протокол и не имеющие прямого доступа в память типа 

СМА-80;

категория 4 -  синхронные адаптеры и ЩД, имеющие прямой до­

ступ в память типа М1Д-ПСА СМ 6513 ( jD V -II) ;

категория 5 -  адаптеры и ЩД, полностью отрабатывающие ка­

нальный протокол, имеющие прямой доступ в память, типа адаптер
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межмашинной связи дистанционного АЦЦ-СМ (DMC-II).

3 .2 .2 .  Определяемая по формуле (29) производительность про­

цессора уточняется путем расчета показателей производительности, 

загрузки и реактивности вычислительной системы в соответствии

с  РТМ 2 5 -2 1 2 -8 6 , часть 2 .

3 . 2 .3 .  Асинхронные адаптеры и мультиплексоры представляют 

собой наиболее простыв коммуникационные устройства, ориентирован­

ные на посимвольную передачу данных, и предназначаются в основ­

ном для использования в локальных терминальных комплексах и тер - 

жнальных комплексах дальней связи .

В силу независимости сетевого протокола СИ ШИ канального 

уровня от способа передачи (синхронный или асинхронный) эти ком­

муникационные средства могут применяться также в вычислительных 

сетях для построения информационных каналов не жду ЭВМ. Соответст­

вующая программен поддержка асинхронных адаптеров имеется в па­

кетах программ сетевой телеобработки. Однако применение асинхрон­

ных методов передачи для передачи массивов информации снижает эф­

фективность использования канала связи . Кроме того , асинхронные 

устройства не имеют аппаратных средств выполнения протокольных 

функций, в результате чего увеличивается загрузка центрального 

процессора при решении сетевых задач.

3 . 2 .4 .  Технические характеристики адаптеров, мультиплексо­

ров и аппаратуры передачи данных из номенклатуры ЕБ ЭВМ и СМ ЭВМ 

приведены в РГИ 25 2 1 2 -8 6 , часть 10.
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4 .  АНАЛИЗ И ПРОЕКТИРОВАНИЕ СЕТЕЙ ПЕРЕДАЧИ ДАННЫХ

4.1* Анализ потоков и задержек в сети передачи данных

4.1*1. Стохастический характер поступления и передачи паке­
тов в сети передачи данных в условиях режима нормальной загрузки 
обусловливает использование моделей сетей систем массового об­

служивания (СМО) для адекватного описания функционирования ин­
формационной сети. Позтоцу анализ потоков и задержек в информа­
ционной сети, работающей в режиме без перегрузок, сводится к 
отысканию соответствующих характеристик открытой (разомкнутой) 
сети CliD»

Обозначим через Щрт путь, по которому передаются пакеты, 
возникающие в узле р и имеющие в качестве узла-адресата узел Л).

Пусть - матрица интенсивностей потока пакетов
между узлами сети, где 0 рщ - интенсивность потока пакетов, 
возникающих в узле р и адресованных в узел (П (трафик р-ГП).

4*1.2. Интенсивность потока пакетов А[ (пакетов/с), вхо­
дящих в £ -й канал связи, равна:

Ai=ZZQpm, (p,m)-L€$pm cat)
p m  *

где L€&pfr\- обозначает, что сообщение, идущее по пути (р#Ш), 
проходит через L -й канал;

М - число каналов в сети.
4.1.3. Среднее время задержки пакетов (с) в пути (р,П1) и 

в целом по сети имеют, соответственно, вид;
t p m  = Z t i  ; 

V Iе  Ярт (3 2 )

г  ы  V £ »
(3 3 )

где у  - интенсивность общего потока пакетов , пакетов/с ,
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поступающих в с ет ь :

L L
V = Z Z Q p m  v (3 4 )
* р*4 т-4

1 1  -  среднее время пребывания пакетов в с-и  канале, с  ;

L  -  число узлов в сети .

4 .1  4 .  Среднее время задержки (с )  в предположении о пуассо­

новском потоке поступления пакетов в каждый канал и экспоненци­
альном распределении длины сообщений со средним значением \/= j j

(би т) определяется по формуле:

л

J и

где

6 Y
W I  -  пропускная способность L - г о  канала, t  = 1,М;

4 . 1 .5 .  В формуле (3 5 ) предполагается, что среднее время 

обработки в узле I »  0 ,  т .к .э т и м  временем обычно можно прене­

бречь . В общем случае, если учитывать время обработки в узле Т , 

среднее время задержки определяется по формуле:

i = T+£ +Т-). (36)

В форв̂ ле (36) дополнительное слагаемое Т возникло из-за 
того, ото сообщения при их движении по сети проходят число уз­
лов на один больше, чем число каналов.

Расчет среднего времени обработки Т в узле (среднего време­
ни ответа) выполняется с учетом данных табл Л  в соответствии с 
FTM 25-212-86, часть 2.

4.2* Задача выбора пропускных способностей каналов сети 
передачи данных

4 . 2 Л.  При проектировании сетей передачи данных возникает 
задача оптимального выбора пропускных способностей каналов из
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конечного набора их возможных значений. Решение задачи дискретной 

оптимизации (при большом числе вариантов структуры с е т и ) явл яет­

ся трудоемким. Поэтому задача синтеза структуры сети может р е­

шаться вначале в постановке нелинейного программирования. Пред­

п олагается , что искомые производительности каналов свя зи  явл яет­

ся  непрерывными переменными, в то время как в  действительности 

эти переменные являются дискретными. Затем может следо вать  дис­

кретный поиск (более ограниченной размерности), т .е .в ы б о р  вари­

антов структуры из нескольких возможных, наиболее близких к не­

прерывному оптимуму*

4 . 2 .2 .  Под стоимостью сети понимается стоимость каналов 

свя зи , а  также средств передачи данных (мультиплексоров, адапте­

р ов, модемов).

Зависимость стоимости сети от пропускных способностей кана­

лов выглядит следующим образом:

H i -  коэффициент нелинейности, имеющий значение в пределах

г i - У,М
Величины K j и O-i определяются путем регрессионного ана­

ли за зависимостей пропускных способностей канала от е го  стоимос­

ти (в  соответствии со справочным приложением I  РТМ 2 5 - 2 1 2 - 6 6 ,  

часть 2 ) .

4 . 2 . 3 .  Постановка задачи минимизации среднего времени з а ­

держки пакетов при ограничении на стоимость сети формулируется 

следующим образом:

(3 7 )

где K i. -  стоимостной коэффициент в (- -м  канале;

у М  < 
р ,  у



c m . x  и м  « с т н и  ъ а
при ограничениях:

K i W * ‘  4  » ^ > 0 , . . . ,  wn Л  - (39 )

Оптимальное решение, найденное методом неопределенных мно­

жителей Лагранжа, находится из системы нелинейных уравнений с 

М + I  неизвестным , р  ;

W t -  w t " - ™  ] / X i / j u a L. ^ u i  = ,  L = i,M ;  (40 ) 

М Qi
Z  Ki-V/L = S ,  ( « j

где p  -  вспомогательное неизвестное (неопределенный даожитель 

Лагранжа).

Для частного случая &1=-4 ) } т .е .п р и  линейной

функции стоимости, точное решение имеет вид:

ч “‘ ^ + " к г  ы  1 м '
(42 )

(43 )
где s * = s - £ i < i 4 f ,  i " > o .

i=i j *
4 . 2 .4 .  Постановка задачи минимизации стоимости сети при 

среднем времени задержки пакетов, не превосходящем заданного, 

формулируется следующим образом:

min Е = £  Ч  wiaL
14

при ограничениях:

Ч Л т * г ^ 1 ы -
Оптимальное решение находится по формуле:

Л о ------- ,  i - v / f ,V i  -  XiJ*

(4 4 )

(45)

(4 6 )
M

AL .
I

(47)
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4 . 3 .  Пример р асчета сети передачи данных

4 . 3 . 1 .  Задана с е т ь , изображенная на ч е р т .З .

Пример сети передачи данных

Сеть сипаи имеет К « 7  каналов и L • б у зл о в . Средняя

длина пакета составляет V - 4 ] = 1000 бит. Табл;: 2  содержит
Г

матрицу интенсивностей потока пакетов между узлами сети

QsIQpml, р ,т - 1 5 .
Таблица 2

Матрица интенсивностей потока пакетов между у з л а ш  сети

р ! пакетов/мин. при т ,, равном
JT I -■ ,,l" т

! I ! 2  ! 3 f 4  1 5

I - 40 ю 2 0 30

2 4 0 - 30 2 0 10

3 10 30 - 2 0 1 0

4 2 0 2 0 20 - Ю

5 30 10 10 10 ~

Управление обменом таково, что между двумя узлами выбирает

ся  кратчайшие пути. Обмен между узлом I  и узлом 3 проходит чер ез 

узел  2 ,  а  обмен между узлами 2  и 5 -  через узел  4 .  С учетом э т о -
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го положения получены приведенные в табл.З интенсивности потоха 
пакетов по отдельным каналам.

Таблица 3
Интенсивности потока пакетов по отдельным каналам

Номер канала ! 1 ! 2 ! 3 1 4 1 5 ! 6 ! 7  
Я^пакетов/мин t 1 0 0 1 60 1 60 I 40 ! 60 t 80 ГбО

Величины Xl ( L =1,7) в соответствии с формулой (31) нахо­
дятся следующим образом:
А у ■= 0 ^+ Qtf = 40+40+10+10=100 пакетов/мин;
Аг = Qjf+Qgj * 30+30=60 пакетов/мин;

-  Qf$+Q54-*,Gl26"1’@$£'¥@35+@53x паке­
тов/мин;

А^= 0,ц+0щ - 20+20=40 пакетов/мин;
А&= Qzt{ + $ 4 2 +$?$-+Q52 ж 20+20+10+10=60 папетов/мин;

Ag=@2 $ + Qq  +0̂ $ +0^ ш 30+30+10+10=80 пакетов/мин;
A + Q4 ^ 3 5 * Q5 5  *= 20+20+10+10=60 пакетов/мин. 
Величины у  и Д 4 находятся соответственно по формулам 

(34) и (47):
б  5

Y  —  27 27 * 4 0 0 пакетов/мин;
0 ps4  г "

7
К 0 ~ 2  A i = 460 пакетов/мин.

Для упрощения задачи стоимостные коэффициенты и коэф­
фициенты нелинейности CLL полагаем равными единице.

4.3.2. Выполним расчет при условии, что среднее время за­
держки в сети должно быть равно: Т^я= 5 с.

По формуле (46) находим пропускные способности каналов:
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Wy -  ~ТГ ■+■ " \ш 100 пакетов/мин • 1000 бит ♦
Л* г

+ Ш-1ИТ..460 . Ш .;_ Ш  + IQ00-i§0 д 1896 бит/с :
5 с 400 60 б • 400

W, +  - А _  = §0^-1000 + 1 Ж ^ 4 6 0  =^\л/з ^  + }* Удоп% 60 & • 400

» 1230 (бит/с);

А* + 4 . ,, 40 • IQ0Q . 1000 • «0
> JtTdonf

г -лди. -п I *ф>
6J 5-400

ил--г -Л*  ̂ -Ао 180 • 1000 , 1222: .,1ЁРV'Vg
}* 'Tfary 60 5- 400

Индивидуальные времена задержки, определяемые по формуле 
(46), равны:

i _______________ I_________
А ~ --------1896 бит/с - 122 с-1

1 1000 бит 60
*  4,96 с ;

t f ^ i ¥fcf----—:---- !-•
ptWz-A-z —i--I230 - 32 1000 60

4 I
- i —*896 -  42 1000 60

' » I

* 4,348 с;

4,36 с;

+ ___ :----- --------------*-----------  4*354 с.
б "  М Н _ J L - i S 6 3 - § 2  

1000 60

Оум«а затрат в соответствии с форцулой (37) равна: 

И fit
Я - £  KfWi -  9275 руб.

1-4
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4.3.3. Выполним расчет при условии, что задано ограничение 

на стоимость сети S - 1 0 0 0 0  руб.
По формуле (43), учитывая, что I ( I - Л М  ), находим ве­

личину З *  й м л .
£*= S - 2X -4L. ю о о о * 10000 V •

1 = 1  г  i= 1  Г  J
= 10000 -1000. —  = 2333,33 руб.

По формуле (42) находим пропускные способности каналов:

w< y ,+ - i f  ) -  ^ - ю о о .

+  2333,33  ( >/j. 1 6 0 / 5 6 ,2 5 3 ) = 2061  бит/с,

М г _ _ _  ____
где = У ш + У г60’+Уб0 +l/40’ + VS 0  +1/60*+1^60 =

ы *
= 5 6 ,2 5 3 ;

^ * 1 0 0 0  + 
60

+ 3323*3? (VT6Q/56.253) = 1321 бит/с;

+ ( V T W 56,253) = 929 бит/с;

W 6  = - | * +
м
£

£2.iooo +
60

4. 233^33 (Vi.b0/56,253) = 1704 бит/с.
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Индивидуальные времена задержки, определяемые по формуле 

(46), равны:

V I
ju-W j -  Я -i _1— 2061 -  

1 0 0 0 60

- = 2,41 с;

Wd - I .J32I - —
3,12 с;

U - £

1000 

___I
WK ^-Дд _|-- 329 _ 40

1 0 0 0 60

60

• 3,79 с;

/

1 0 0 0

-.1704 80
60

2,70 с.

Среднее время задержки пакетов в соответствии с формулой 
(35) равно:

А / ' t ;  -  —  (100-2,41 + 4*60.3,12 + 40.3,79 +
Г н  400

* 80-2,70) = 3,39 с.

Пропускные способности каналов и соответствующие им индиви­
дуальные времена задержки сведены в табл *4,

Таблица 4

Пропускные способности каналов и соответствующе им 
индивидуальные времена задержки

I , пакетов/мин! ̂ / 1  ?бит/с! ! 1Ц,бит/с! ? с

I 1 0 0 1696 4,36 2081 2,41
2 60 1230 4,348 1321 3,12
3 60 1230 4,348 1321 3,12
4 40 896 4,36 929 3,79
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Продолжение табл. 4

i 1 Ли, пакетов/иин<У^,би»/е t t ( , c t  y>fci бит/е 1 tt, с

4 . 3 .4 .  В табл. 4  приведены результаты решения задачи выбо­

ра пропускных способностей каналов сети передачи данных в сле­

дующих постановках:

мшимиаадая стоимости сети при ограничении на среднее 

время задержки |

мшишзация среднего времени задержки пакетов при ограни­

чении на стоимость сети.

Возможны и другие Методы р асчета, основанные на иных 

предпосылках и имиодао другую целевую функции и другие ограни­

чения, например, производительность.

Решение эадачи нажсммаадаи производительности сети при 

ограничении на стоимость совпадает с  решением задачи минимиза­

ции среднего времени задержки сети при ограничении на стои­

м ость. Способ определения W (  по формуле (4 2 ) соответствует 

выбору пропускных способностей по правилу "квадратного корня", 

так  как выражение для W ( содержит член, пропорциональный

4.3.5. Приведенные в табл.4 значения W{ являются непре­
рывным оптимумом решения задачи синтеза структуры сети переда­
чи данных. Дискретные значения подбираются в соответствии с 
пропускными способностям» конкретных коифникационных устройств. 
Технические характеристики адаптеров, мультиплексоров и аппара­
туры передачи данных из номенклатуры ЕС ЭВМ и СМ ЭВМ приведены 
в  РТМ 2 5  2 1 2 -3 6 . ч асть  1 0 .

По формулам

5  60

6  8 0

7 60

1230 4 ,3 4 В  1321 3 ,1 2  

1563 4 ,3 5 4  1704 2 ,7 0  

1230 4 ,3 4 8  1321 3 ,1 2  

(4 6 ) (3 5 )  (4 2 ) (3 5 )
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5. ПРОЕКТИРОВАНИЕ СЕТЕЙ ПЕРЕДАЧИ ДАННЫХ В УСЛОВИЯХ 

БОЛЬШОЙ НАГРУЗКИ

5.1* Задача выбора пропускных способностей каналов 
в условиях большой нагрузки

5.1.1. Задача проектирования сети передачи данных (сети свя­
зи) в условиях большой нагрузки представляет наибольший практи­
ческий интерес. В случае перегрузки сети наблюдается резкое сни­
жение пропускной способности и увеличение времени передачи дан­
ных. Адекватной моделью, позволяющей исследовать рабочие харак­
теристики сети в условиях большой нагрузки, является модель зам­
кнутой сети СШ. Ниже приведен метод расчета пропускных способ­
ностей каналов сети передачи данных, основанный на решении зада­
чи синтеза структуры сети на моделях замкнутых сетей СЮ. При 
большой размерности сети передачи данных рекомендуется машинный 
счет по приведенным алгоритмам. Соответствующее программное обес­
печение разработано в ЦНИИТУ и реализовано на языке ПД/1 в сос­
таве пакета "Структурный анализ вычислительных систем и сетей".

5.1.2. Задача синтеза оптимальной структуры сети в терминах 
нелинейного программирования может быть сфорцулирована в одной 
из следующих постановок:

постановка I - минимизировать стоимость сети при среднем 
времени задержки, не превышающем допустимой;

постановка 2 - минимизировать среднее время задержки при 
стоимости сети, не превосходящей заданной;

постановка 3 - минимизировать стоимость сети при производи­
тельности сети, не ниже заданной;

постановка 4 - максимизировать производительность сети при 
стоимости, не превосходящей заданной.

Под стоимостью сети б дальнейшем понимается стоимость кана-
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лов связи, а также средств передачи данных (мультиплексоров 
адаптеров, модемов)*

5.2. Определение входных параметров модели синтеза 
структуры сети передачи данных

5.2.1. Решение задачи синтеза оптимальной структуры сети 
передачи данных (сети связи) основано на применении в качестве 
модели функционирования (анализа) сети связи замкнутой сети СМО 
с М узлами и м  требованиями (пакетами).

Входными параметрами модели синтеза структуры сети являются:
М - число каналов в сети;
М - число требований в сети, соответствующих максимально 

возможному числу пакетов, находящихся в сети;
llftjll - матрица переходных вероятностей, где P£j - вероят­

ность перехода из L -го в j  -Й канал сети;

\f i :  £ P t i = i > ° £ p s / £ t  > (48)
J=°

Ml - средняя длина сообщения (пакета) в I -м канале, бит,
U Z U ;

Кс - стоимостной коэффициент в £ -м канале, руб/бит/с;
& 1  - коэффициент нелинейности в канале;

Tjfof7 - ограничение на среднее время задержки, с (использует­
ся при решении задачи синтеза в постановке I);

$ - ограничение на стоимость сети, руб, (используется при 
решении задачи синтеза в постановках 2 и 4)}

А - ограничение на производительность сети, пакетов/с 
(используется при решении задачи синтеза в постановке 3).

Ь.2.2. Иля вьлисления переходных вероятностей в замкнутой 
сети СМО, помимо каналов связи I,Mt вводится дополнительный
0-Й канал (источник}.
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Вероятности переходов изо -го в /-й канал ( L- 1 ,11) опреде­

ляются по формуле
А с  ____ ...

(49)Рос= а ,
где А^- интенсивность потока пакетов, входящих в L-й канал, оп­
ределяемая по формуле (31),

Вероятности переходов из I -го канала в у -й ( itj  # 0  ) 
находятся по формуле.

РУ - " ^  » (50)

где Qpm } (p,fn)'*
Я [рт - путь, по котороцу передаются пакеты, возникающие в 

узле р и имеющие в качестве узла адресата узел т ■
Qp/rj- интенсивность потока пакетов, возникающих в узле р 

и адресованных в узел м ;
L>J& &рм- обозначает множество путей (р ,м), проходящих через 
/-й и в дальнейшем через J  -й каналы.

Вероятности переходов из L -го в 0-й канал-источник (веро­
ятности завершения обслуживания в Z-м канале связи) находятся 
по формуле.

Pio~ чо
■ X ; ’

где

(52)

(53)
M o - Z Z Q p o  , <Р*У' 1ер  О 9

(р,0 ): L * обозначает множество путей (р , 0 )* завершаю­
щих обслуживание в L -м канале.

5 .2 .3 . Функция стоимости сети определяется следующим обра­

зом: М CL; м -Q;

C i* K c V iQ i;  c l - < i e l l ,

(54)

(55)
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где ^ 4  -  пропускная способность L - г о  канала, бит/с;

K i  -  стоимостной коэффициент в L-и  канале, определяется 

путем регрессионного анализа зависимостей пропускной способность 

н аш ла от его  стоимости (в  соответствии со  справочным приложени­

ем I  РТМ 2 5 -2 1 2 -8 6 , часть 2 ) ,  руб/ (би т/ с);

jU i -  интенсивность обслуживания в l -м  канале (п акето в/ с), 

определяемая по формуле :

6 '̂ - решение системы линейных уравнений:

, с-t";
- относительные коэффициенты использования каналов:

xi‘% .  «*>

5.2.4. Вектор длины сообщений V- ( Цг7..., ̂ м) определяет 
параметры рабочей нагрузки. Вектор пропускных способностей узлов 
(каналов связи) составляет 11 переменных. Решив
задачу оптимизации относительно JU, переход к переменным W  
осуществляется с помощью форвулы (56).

5.3. Минимизация стоимости сети передачи данных при 
ограничении на среднее время задержки

5.3.1. Постановка задачи формулируется следующим образом:

m in  F ~ Z  CtjuLQL
l= l  'г с

(59)

при ограничениях:

к  ~  , (60)

где ^  ~ Ц (tf)f\  ' J  ft/) -  среднее время пребывания требований
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A i M  - производительность L -го канала для сети, содержа­
щей А/ требований:

1 1 '  ( 6 i )

0 (# ) - нормализующая константа замкнутой сети с 71/ тре­

бованиями, определяемая в соответствии с алгоритмом, изложенным 
в РТМ 25-212-86, часть 2;

I ,£ (Л/) ~ средняя длина очереди (с учетом обслуживаемых
требований) в /~м канале сети с N  требованиями, определяется 
по формуле:

Ц  ( N h z  x ? G ( n - k ) /Q ( A / )  ,  l = m
К=1

Используя соотношение:

= A ’l  ( м )  со п $\ ( I и  У, м ) ,
е с  еу  '

ограничение (60) преобразуется к виду:

5*3.2. Оптимальное решение задачи минимизации стоимости се­
ти при ограничении на среднее время задержки, найденное методом 
неопределенных множителей Лагранжа, имеет вид:и

(6 2 )

(6 3 )

и у н ) . Тдоп ;

h Qi  C iQ i Ц ( а/ ) - 1 с( А / - 0

(65)

(66)H i - М М  /t/ Г  i - p -м

где U i(v ) - среднее число занятых приборов обслуживания в 
L -м узле определяется по форцуле

U i f r h x i W - W W ) . i - И м -  (6 7 )
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5.4. Минимизация среднего времени задержки при ограничении 
на стоимость сети

5.4.1. Постановка задачи формулируется следующим образом:

5.4.2. Оптимальное решение задачи минимизации среднего вре­
мени задержки при ограничении на стоимость сети имеет вид:

5.5. Минимизация стоимости сети при производительности 
не ниже заданной

5.5.1. Так как производительности каналов в замкнутей экспо­
ненциальной сети пропорциональны друг другу, то производитель­
ность сети можно определить через производительность одного из 
каналов, например, через производительность 1-го канала - 

Постановка задачи формулируется следующим образом:

при ограничениях:

F = Z C Lf * i l^ S ,

т
(72)

при ограничениях:

где -  производительность сети , пакетов/с;
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• "/  -  производительность 1 -го  канала, пакетов/с;

^  1 -  среднее число прохождений по f  -цу каналу на одно

сообщение (п а к е т ), определяется по формуле:

где €q и в у  определяются из си стеш  линейных уравнений ( 5 7 ) .

5 .5 .2 .  Оптимальное решение задачи минимизации стоимости 

сети при производительности, не ниже заданной, имеет вид:

И (7 5 )

Ц Ш \ - и< ыч)  . __
I '  к * *

(7 6 )

5 .6 .  Максимизация производительности сети при ограничении 

на стоимость

5 .6 .1 .  Постановка задачи формулируется следующим образом:

m a x  Л 0 =  Х г , е г л м ) / 5 « )  < „ ,
<М

при ограничениях

F ' f i C i / j f U S ,  f < > o , ■■■,/<»> о  <те,

Критерием оптимальности при решении задачи син теза являет­

ся обеспечение максимальной производительности сети , измеряемой 

в количестве передаваемых в единицу времени пакетов (сообщений).

5 . 6 .2 .  Оптимальное решение задачи пакетизации производи­

тельности сети при ограничении на стоимость определяется из сис­

темы уравнений ( 7 0 ) ,  (7 1 ) .
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6 . 7 .  Пример репеиия задачи выбора оптимальней структуры 

сети передачи данных

5 . 7 .1 .  Задана се т ь , изображенная на чер т.З . Патрица интен­

сивностей потока пакетов между узлами сети соответствует т а б л .2

Число каналов в сети М *  7 ;

число требований в сети N *  5 0 ;

средняя длина пакета V *  1000 бит;

стоимостные коэффициенты в узлах сети : К<= И З  руб/бит/с,

£• 1Тй{ _ _

коэффициенты нелинейности в узлах сети : = 0 ,5 4 ,  Ы .М  *,

ограничение на стоимость сети S«= 1 0 0 тыс.руб.
5 . 7 .2 .  Для вычисления переходных вероятностей в замкнутой 

сети СШ, помимо каналов L *  1,И , вводится дополнительный о-й 

канал (источник).

Вероятности переходов из U -ro  в t -й  канал (< = 1 ,7 )  опреде 

л ю т е я  по формуле (4 9 ) :

рл,  * к . Ш я 0 ,2 1 7 ;Q4 460

& и

* •
м я
460

0 ,1 3 0 5 ;

В)1 в JSL я 0 ,1 3 0 5 ;90
До 460

R)/. = Аа■ . «ГГ? JS - 4 0  = 0 ,0 6 7 ;ич Д о 460

и

% ■
М .
460

0 ,1 3 0 5 ;

38м . М я 0 ,1 7 4 ;Q6 460

?07я М  =
460

0 ,1 3 0 5 ,

где величины ( ( =  1 ,7 )  и Л0 рассчитаны в п о д р а зд .4 .3 .
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Ь .7 .3 .  Вероятности переходов из L -го в q-И канал-источник 

(вероятности завершения обслуживания в С-и канале) находятся по 

формуле (52):

0 йа+Огн+йы  40+40*10 п в.Г/fQ я ------------------------  я —— ———  я и, 5»,

г 20  =

Л /
O is  + Q si

1 0 0

60
60

I ;

D. _ @54+9*5+0г5+&и- 10*10*10*10
----- х --------------

л3

Л *
Qm +Q^z +Qsz

Л 5

Рлл -  @ <ь+@ гз+9зг
60 ч

9ъ4+@43+@53
тг

?40

?50  в

70

60

= Щ 0 Я 
40

0 ,6 6 6 ;

I ;

60

10*30*30
80

.  -  0 ,6 3 3 ;
60

2 6
80

0 ,8 7 5 ;

2Qt2 QfI Q и §0  а 0 ,8 3 3
60  60

5 .7 .4 .  Ненулевые вероятности переходов из 2 -г о  в j ~Ъ канал 

( L , J  = 1 ,7 )  существуют только для путей, которые проходят через 

два канала (см . черт. 3 )  и определяются по форфле (5 0 ) :

Р,6  -  .  - J 2
Л4 100

0,1;

= 1 2  = 0 ,167  
60

h r Q55
Л 3

10
60

0 ,167

Р «  -  ®25
5 i~~Xs

Ч<  ■ BgL
н

Р73
@35
Л 7

= 1 2  = 0 ,1 6 7  
6 0

= i 2  = 0 ,1 2 5
80

= 1 6  
60

0 ,1 6 7 .
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Матрица переходных вероятностей имеет вид:

0 0,217 C.I3C5 0,1305 С,СЬ7 0,1305 0,174 0,1505

0,9 0 0 0 0 0 0,1 0

I 0 0 0 0 0 0 0
0.666 0 0 0 0 0,167 0 0,167

I 0 0 0 0 0 С 0
о.ьзз 0 0 0,167 0 С 0 С
0,675 0,125 0 0 0 0 0 0
! 0,633 0 0 0,167 0 0 0 0

Р>

5 ,7 .5 .  Решается система линейных уравнений (5 7 ) ,  которая в 

матричном виде записывается следующим уравнением баланса потоков: 

б р - Ъ , где в *  ( б р , . . . )  -  вектор относительных интенсив­

ностей потоксв требований.

Система линейных уравнений (57) в матричном виде записывает­

с я  следующим образом:

D е . о,
где 2 )  -  транспонированная матрица динамической матрицы D ,

определяемой из выражения:

D - P - I  ;
1 -  единичная матрица порядка U+I.

Транспонированная матрица D* имеет вид:

■I 0,9 I 0,666 I о.ьзз 0,675 0,633
0,217 -I 0 0 0 0 0,125 0
0,1305 0 -I 0 0 0 0 0
0,1305 0 0 -I 0 0,167 0 0,167
0,067 0 0 0 -I 0 0 0
0,1305 ■0 0 0,167 0 -I 0 0
0,174 0,1 0 0 0 0 -I 0
0,1305 0 0 0,167 0 0 0 -I
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Пользуясь матрицей D  запишем систему уравнений:
г-е0 +о,9б,+ ег +о,ббб е3 ♦ 3/+о,8ззе>5 +о,ь753 +о,бззРг -о
0,217 е0 -PY +0,125е6 =о
о, isos е0 - с г =о

 ̂о,1зо5 е0 - е3 +о, 167 е6 +о, i6 7 6 > «о
) 0,067 во- 8/=0
0,1305 <?0  +С. 167^  - Ps =0
0,174 Ср +0,1 Bi - Pg =0

J3,1 j05 Pp +0,167 Pj — =0,

Полагая f0 =I, находим в4 =0,2416, 6,2=0,1305, Рь -0,1644, 
6jr=C,C3fc7, %=0,1613, %  =0,1962, *0,1613.

По формуле (74) находим среднее число прохождений по 1-цу 
каналу на одно сообщение (пакет):

СХ^-|' = 0,2418.

В табл *5 представлены результаты решения задачи оптимизации 
среднего времени задержки (производительности) при ограничении 
на стоимость сети S = 1 0 0 тыс .руб. Результаты соответствуют раз­
личному числу требований (пакетов) в сети CV*IQ, V  «2 0 , Л/ *30 и 
N -50) и получены путем решения системы нелинейных уравнений 
(70), (71).

На черт.4 и 5 приведены зависимости стоимости сети соответ­

ственно от среднего времени задержки и производительности при 
различном числе требований.

5.8. Сравнение результатов решения задачи синтеза 
оптимальной структуры сети передачи данных на моделях 
разомкнутых и замкнутых сетей систем массового обслуживания

5.0.1. Задана сеть, изображенная на черт.З.
Матрица интенсивностей потока пакетов между узлаод сети со-
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Зависимости стоимости сети от среднего времени 

задержки при различном числе требований и нели­

нейных стоимостных коэффициентах

Черт. 4

Зависимости стоимости сети от производительности 

при различном числе требований и нелинейных стои­

мостных коэффициентах
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ответствует тябл.2 .

Число каналов в сети М=7.

Число требований в сети #У =50,

Средняя длина пакета V «1000 бит.
Стоимостные коэффициенты в узла* сети: * I руб/бит/с,

1= 1  ,М.

Коэффициенты нелинейности в узлах сети CU =1, с «1,М,

Ограничение па стоимость сети $ =10 тыс.руб.

Данный пример носит иллюстративный характер и предназначен 
для сравнения с результатами разд. 4.3.

5*8.2. Матрица переходных вероятностей Р и среднее число про­

хождений по I-му каналу на одно сообщение определены в разд.5 .7 .

На черт. 6  и 7 приведены зависимости стоимости сети соответ­

ственно от среднего времени задержки и производительности при 

различном *тсле требований и линейных стоимостных коэффициентах.

В табл.б представлены результаты решения задачи оптимиза­

ции среднего времени задержки (производительности) при ограниче­

нии на стоимость сети S = 1 0 тыс.руб. Результаты для числа тре­

бований У  = 10,20,30 и 50 подучены путем решения системы нели­

нейных уравнений (70), (71) и соответствуют решению зедеад син­

теза оптимальной структуры сети передачи данных на моделях зам­

кнутых сетей СМО.

Результаты для числа требований N **** (число требований в 

сети не ограничивается - открытая сеть) подучены в разд. 4.3 и 

соответствуют решению задачи синтеза оптимальной структуры сети 

передачи данное на моделях открытых сетей СЮ . Эти результаты 

согласуются с уточненной оценками на моделях замкнутых сетей 

СМО: относительная погрешность для оптимальных пропускных спо­

собностей каналов составляет порядка 5 -I8&, а для среднего вре­

мени задержки порядка ЗО-40&



Таблица 5

Оптимальное среднее время задерж и (производительность) при ограничении

на стоимость сети $ *  IQC ты с.руб.

Число ! Оптимальная! Оптимальное 1 Оптимальные пропускные способности каналов, бит/с
требований?производи- !среднее вре-!-.......... ..... .......- ............
1 ;те£ ““Гь’ I» w, ! W! i w, I w, I w« | we

10 2 9 ,8 ? 0 ,2 9 10922 6433

20 3 6 ,8 9 0 ,4 7 I I 2 I 2 6383

30 3 9 ,9 4 0 ,6 4 I I 2 I 2 6339

50 4 2 ,6 0 1 ,0 0 I I3 6 4 6286

Л
8638 4553 7712 9220 7715 СО

8746 4412 7736 9344 7725

8767 4341 7729 9362 7731

8756 4258 7699 93с0 7692

Таблица С
Оптимальное среднее время задержки (производительность) при ограничении 

на стоимость сети 3  s Ю  тыс.руб.

Число 'Оптимальная!Оптимальное !
требований!производи- !среднее вре-!- 
в сети, !тельность, !мя задержки,! 

/г  '■ Ав,с‘’ '■ t , с •

Оптимальные пропускные способности каналов* бит/с

w, | V/г ! 1 j w5 ! Wg i
1
i W т

20 6 ,6 7 2 ,5 8 1961 I I7 I 1571 63c 1403 1671 I40C

30 7 ,1 ? 3 ,5 9 2СС2 1152 1566 607 1292 1674 1222

50 7 ,6 7 5 ,6 0 2026 II4C 1572 765 1об2 12oc

ео 7 ,6 7 3 ,2 9 2 0 :1 1227 1221 929 1521 1704 1221

С
тр. 

56 РТУ 212-86
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Зависимости стоимости сети от среднего времени 

задержки при различном числе требований и линей­

ных стоимостных коэффициентах

Черт.6

Зависимости стоимости сети от производительности 

при различном числе требований и линейных стоимост­

ных коэффициентах

Черт.7
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г*. алгоритм > ш ш  задачи симгал ишачной
СТРУКТУРЫ сын перкддчи даых

6 .1 . Обцие замечания

6.1 Л. Ь р&эд.Ь решение задачи и и н к т  иггимгльной структуры 

сети в постановках 1-4 свидится к сисли^ нелинейных уравнений,

ДЛЯ решения которой используется алгоритм многим! jmeft минимиза­

ции (обобщенной функции Лагранжа оптимизируемое Функционала). Не­

достаточная сходимость такого алгоритма и Т}#ч:уилх? Соль:::се число 

итерации делают его неэффективным для синтеза сетей большей раз­

мерности.

6 .1 . 2  *Ц данном разделе мри родите л эффективный алгоритм реше­
ния задачи синтеза оптимальной структуры сети г чостаиегках 1-4. 

Скорость, сходимости разработанного алгоритма по ej звн̂ ни!^ с реше­

ниями , получаемыми на основе метода неопределенных множит елей 

Лагранжа, возрастает более* чем на порядок. Решение дан., ил мно­

жестве относительных коэффициентов иепол!зозания канолor сети

тей обслуживания осуществляется по формуле (5Ь>.

6.2. Алгоритм минимизации среднего времени задержки при 

ограничении на стоимость сети

6.2.1. Зафиксируем один из каналов сети, так л з и в п и л Л 1 гтвг-

опредвляется через относительные коэффициенты использования ос­

тальных каналов из условия ограничения на стоимость сети (69)

Переход к оптимальным значениям интенсивние-

ечмый j* -й канал. Относительный коэффициент использования канала ф

по формуле: - Л -

(79 )
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где sj часть стоимости сети S , приходящаяся на ̂  -й канал;
* - а :

S j = S - £ C L * i  , № )

6.2.2» Оптимальное решение задачи мтшшз&ции среднего вре­
мени задержки при ограничении на стоимость для I L кана­

лов сети определяется при помощи итераиионноР »1роцедуры:

.. (eI)

где y 7 & d t  (Xfff) - градиент функции t ( x )  в точке ;
o4 - коэффициент при антиградиенте.

6 . 2 . 2 .  CjZQd t-(Xm) и С* определяются следующим образом: yzodtdm}= (Хщ)+ tj, (Яги) X-i (Xfn)t i= i,Mt i*J f (^2 )

M- m a x  ( t ( Хт?)+ t y j  Х м  (dm ) +  t i j ( x n >)x“ }( im)ir 

+ tj%  f Xm) X {ih £ m )  + £ п { * п ) Х ? ( * т ) Х к }(Хт) (Ь З )

t* .(/) , * / Т '|  1 ш/М 9 9где "Li - градиент функции l > ' * v
•X-'lK - матрица Гессе функции

- градиент функции t  (% iJ , 1 — ffM • 
t fx  - матрица Гессе функций t i ^ i ) , l , К- 4,M,

6 . 2 . 4 .  Значение^ Х£ вычисляется по формуле:

j o  j  r ' i j  j  - m * d .  ~
x L = a j cJ  sj  “ A *  , < - < * , < * / • (8 4 )

a )
G .2 .5 .  Патрица X-Ltl * / £

x \ « f i  ц  1 щ  i « .



Значение х(«2?
c l и ыатршл tin i;Kiii:c.n.'::'i'c.; -по Г'Ю|.кулам:

j i f )  />• ./ >/

(Ь 6 )
Р 7 ............... "

t
13)

IK*

где
С

I Я 1U.U рньа t tK i K’i

f - 1L  c i  N  Yf .

' Ъ ед $ щ № ъ м < * п / 9г1')/ъ, / м ,

X *  d * K ~  ' '

(b 7 )

( 88)

4 ~ дасперсия числа требования, находящихся ь L -м кана-
ле:

[n-Li(N )]* Pi In), ^g}

^ * 2 * 7 .  В качестве начального приближения на первом шаге 

(*Я » 1 ) итерационной процедуры выбирается значение вектора 

X cip C t  удовлетворяющее (6 9 ) .

6 * 2 ^ .  Критерием завершения итерационной процедуры является 

равенство: ^ tc id  или достижение требуемого значения

погрешности по функционалу.

6.3. Алгоритм максимизации производительности при 

ограничении на стоимость сети

6,3*1. Решение данной задачи совпадает с решением задачи 

минимизации среднего времени задержки при ограничении на стои­

мость сети, алгоритм нахождения которого описан в разд.6.2.

6.4. Алгоритм минимизации стоимости сети при ограничении 

на среднее время задержки

6.4.1. Относительный коэффициент использования зависимого
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у  -г о  канаца сети определяется (из условия ограничения на сред­

нее время задержки ( 6 0 ) )  как неявная функция вида:

x j r f - ' C U V - t n ' l ' (9 0 )

6 . 4 .2 .  Оптимальное решение для i каналов с е ­

ти определяется итерационной формулой:

£ /v * , -  Хт - f b  f a d

x n, - f x i  U j J t Mr 4,1 (9 1 )

где f i o d  F (Xff,) _ градиент Функции стоимости сети F ( x )

в точке >
j£> - коэффициент при антиградиенте.

6 . 4 .S .  су и Ы F (x „ ) определяются выражениями:

(Xm )+Fj (Х/п), J ;  (9 2 )

р^г/fM m ax{F-K (x„hFjb*)4^ +
f FjflXn}x[V(Zm) + Fjj (ifn)x<l\x/r,)x(4K1(im)}

L,k* T,Mf L,K/tj}}>

где x f  -  градиент функции 2 j  [ # i j , (  '  ' ^ < f  '

xfx  -  матрица Г'ессе функции Xj {xi\ *- Ж -

(9 3 )

r- ti)Ft -  градиент функции

F i(P  -  матрица Г ессе  функции F  [х Д  i= i ,M .
^ н )  (г)

6 . 4 . 4 .  Значения Л * и Х ^  вычисляются по формулам: 

x i = - - t ? / t j } , , i * j  ;  (9 4 )

* j *  »  - t b / t f ,  L' K = & *  (9 5 )

где t i 1\L=F,M и \ itK=i,M 
( 6 6 ) ,  ( 6 7 ) .

ДЦИП f. * '

определяются из формул
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6 . 4 . 5 .  качен и е ' i
а )

вычисляется по формуле:

6 . 4 . 6 .  Матрица вычисляется по форцуле:

р  (2) 1 i-1,M
*1К  я I _

( О, i,K=i,M ,i*K.

(96)

(9 7 )

6 . 4 . 7 .  В качестве начального приближения на первом шаге 

(/Г?-1) итерационной процедуры выбирается значение вектора 

X f  -  \jX i ( t = 1,М удовлетворяющее (6 0 ) .

6 . 4 . 6 .  Критерием завершения итерационной процедуры является 

равен ство: F (X m )~ 0  или достижение требуемого значения

погрешности по функционалу.

6 . 5 .  Алгоритм минимизации стоимости сети при 

производительности не ниже зидонной

6 . 5 . 1 .  Решение данной задачи совпадает с решением задачи 

минимизации стоимости сети при ограничении на среднее время за ­

держки, алгоритм нахождения которого описан в р а з д .6 .4 ,  с тем 
лишь отличием, что относительный коэффициент использования кона- 

л а  J  определяется из условия ограничения на производительность 

(7 3 )  как неявная функция вида:

х г Г Ч Ц ^ - Л 1 .

6 .6. Пример решения задачи минимизации среднего времени 
задержки при ограничении на стоимость сети

6 .6Л. Входными параметрами задачи синтеза оптимальной струк­
туры сети являются:
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число каналов 11=4;
число требований ^  =8;
матрица переходных вероятностей -

0,02 0,52 0,31 0,15
I 0 0 0
I 0 0 0
I 0 0 0

средняя длина сообщения V * 1000 бит;
стоимостные коэффициенты -  Kj = 5,759В5 • Н)Р;

= 7,7Ь7 • I05 ;

коэффициенты нелинейности в узлах -  aj « 0,527; ag^a^oa^»
= 0,646;

ограничение на стоимость сети 5 = 2  млн.руб.
6 .6 .2 . Вычисляется значение вектора относительных интенсив­

ностей потока требований как решение системы (57): ё|=6,66; 
в2=3,46; в2=2 , 06 ; е4=1,0.

6 .6 .3 .  По формуле (55) вычисляются стоимостные коэффициенты

С ; и С\ , ( = ТПГ:

СГ К1 У*** =5,75965-10^.О,OOI°*527-I,5 II5 2 *I0 5 ;
С2 =К2 V<lZ ^3=04=7,767" Ю5- 0 ,0 0 1 ° '646-8 ,9В 2-М 3 ;

с 1“с 1еГ '1 ’10 ’̂ 6»б6°»527=4,10б- Ю5 ;

С2 =С2 е2 =6 •9 6 2 ' 1С)3,3 ,4 6 0 ,6 4 б = 2 ,0 0 6  * Ю4 ;

Сз=С3ез=6,962-Ю 3- 2 ,0 6 0,б4б«1,43В- Ю4 ;

C4=C4e } f e , 9 6 2  • I 0 3 »1 , 0 ° * 6 4 6 = 6 ,9 8 2  • Ю3.

6 .6 .4 . Зафиксируем^ = 1 - зависимый узел сети. В качестве 
начального приближения Лу для вектора относительных коэффици­
ентов использования L =2,М каналов сети на первом (/#*1) ваге 
итерационной процедуры (81) выбирается значение единичного век­

тора: Х2=Хз=Х4=1 , 0 .
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По формуле (79) вычисляете? относительный коэффициент ис- 
аольаованид канала ^  >1.

'«2,0-I06-{2,0Cfc IC4+I,45b-I04-«i,9b2-IC“)= 
i - г

ш 1,956556-10^,-

X j - ( 5 f / ( ? / ) а * ж( I , 956556• 10Г'/ 4 , 106 -10Ь ) ' 1/ 0■ Ь27=

» 5 ,1 7 4 - Ю "2

6 .6 .5 . Нормализующая константа 6 (п) t ПФ,М рычисльется в 
соответствии с РТМ 25-212-66» часть 2 табличный способом (табл.?).

Таблица 7

Число !
•рпебп- 1

Номер канала \
ваний 1 I f 2 t 3 ! 4

0

Xj " 5 , I 7 4  I 0 ”2 

I

x2«i,o
I

x3=i,o
I

x4=i,0

I

I 5 «17 4 -Ю "2 I ,0 b I 7 4 2 ,0 5 1 7 4 3.0Ы7
2 2 .6 7 7  Ю" 3 1 ,0 5 4 4 1 3 ,1 0 6 1 5 6,I57b
3 1 ,3 8 5 - Ю *4 1 ,0 5 4 5 7 4 ,1 6 0 6 9 10,318
4 7 .1 6 6  К Г 6 I  i 05458 5 ,2 1 5 2 8 1 5 ,5 3 3

5 3 , 70е - 10“7 1 ,0 5 4 5 8 6 ,2 6 9 8 7 2 1 ,8 0 3

6 1 .9 1 8 - Ю-8 1 ,0 5 4 5 8 7 7 ,3 2 4 4 5 29,126
7 9 , 9 2 6 - Ю" 10 1 ,0 5 4 5 8 7 8,37904 37,507
8 Ь ,1 0 6  - I0-11 1 ,6 5 4 5 6 7 9,43363 4 6 ,9 4 0

6,6,5. По фор^/ле (61) вычисляется производительность в кана­
лах сети;

)/£■ (#) =е>,во-3 7 ,6 0 7 / 4 6 : 3 4 0 5 , 3 2 7 ;

- (А/%-Ш-i)/GlN}--3 ,4 6  3 7 ,5 0 7 / 4 6 ,9 4 0 =  2 ,7 7 0 ;

^ 3  -Z, 06 3 7 ,5 0 7 / 4 6 ,9 4 0 = 1 ,6 5 1 ;

= 1 ,0  3 7 ,5 0 7 / 4 6 ,9 4 0 = 0 ,7 9 9  .



m  s s . т - д §  ъ а  й р »§5

6 .б.?. По формуле (62) вычисляется средняя длина очереди в 
каналах сети, содержащей //= 8  и А/-1 =.7 требований:

и ш и к  X*G(N-K)/G(N), 1 = 1̂ М-
М

Z-f(bM5.I74 I0"2- 37,507+(5,I74-I0‘ 2)2.29,I2bf(6,I?4'I0"2)^  

^2I,t03+(5,I74-I0"2)4-I5,523+(5,I74-I0_2)5-I0,3Ib+(5,I74-l0"2)  ̂

y6,I57+(5,I?4 -IO"2)7- 3,051- (5,174 I0~2)fc-1,0)/46,940-0,043;

L/Ь  )= L j  (fc )= L/flb )=(37,507+29,128+21,603*15,3334-10,318*6,187+ 
♦3,051+1,0/46,940=2,652;

I f(7)=(5,I74 I0"2-29,I2b+(5,I74'I0“2)3 2I,b03+(5,I74.I0"2)3x 

XI5,533+(5,174-I0_2)4.I0,3I&+(5,I74-I0'2)5.6,I57+(5,I74-I0~2)(k
УЗ,051+(5,174 -IO'2)7.1,0)/37,507-0,042;

LzS?)* i-3(7)= i.4 (7)=(29,126+21,603+15,333+10,3Ib+6,157+3,051+ 
+I,0)/37,507-2,319,

6 .6 .b. По формуле (69) вычисляется дисперсия числа требова­
ний, находящихся в каналах сети, содержащей А/* 6 и У - 1-7 требо­
ваний: ди у Я

Л-4 А~<
J>i  (Ь)= [(I-0.043)2- 5,174-IO"2. (37,507-5,174-I0-2. 29,126)+

♦(2-0,043)2. (5,174-Ю-2 )2. (29,126-5,174-IO"2. 21,803)+ 

+(3-C,043)2. (5,174-IO"2)3. (21,803-5,174• IO"2 15,533)+

+(4-0,043 )2- (5,174 -IO'2 )4 . (15,533-5,174 - IO"2 • 10,318)+

♦(5-0,043)2- (5.Г/4.10"2 )5. (10,316-5,174.IO"2. 6,157)+

♦(6-0,043)2. (5,174 -IO*2)6. (6,I57-5,I74«I0"2. 3,051)+

+(7-0,043)2. (5,174-КГ2)7. (3,051-5,174. IO"2.1,0)+

+(6-0,C43)2. (5,174 -I0“2)e. (1-5,174 -IO'2.1.OjJ /46,940-0,045;
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D.<w.D,(b).I).(t).i; г«-̂(8)]г|у« п-п)-хгеи-«-о] * ц.№-, 

£ [ п  -L ,(rl/-§frl [й 1 -» l-X ,e t7 -n  l)J = Я041;

Х̂ (7).1̂ (7).Д,<»).£ Гя-/г(Я/̂ [в(ад-хЛг-я-()]=з.»5.

6 .6 .9 .  По форцуле (ttf) вычисляется значение вектора У ;

Г С * Ц № Ш * - 1 ) А - * Я ,

Y * -0 ,0 4 3 -0 ,0 4 2 .0 ,0 0 1 ;

/V)
Y2 S  Y3 = Y* =  2 ,652-2 ,319= 0,333 ,

6 .6 .1 0 .  По формуле (64) вычисляется значение вектора
—WJ. У /., а ;У (к + < ) п> -Щ *4 )  . —
X t ~~a &  4 * 1~г >М

М) - ( - +1 )
I — (4,106-Ю 5 )0 ,5 2 7 . (I,95655t-I< £>  ° * 527 X

0,527

Ж 0,646 2 , ОСЬ Ю4 1 ,0 - 6 ,5 0 5  I0 "4 ;

4  С ^ $ ] а >Н ,0 ,  С {х 1 ( а з ' ^ - * ,Ш - Ю * ;

-v (у) у / тг ~(л +0 / t~4}
4 -  1 = -2 ,9 4 5 . М -

и 4 1 <г)

х е> ' h  к -

6 . 6 . I I .  По форцуле (85) вычисляется матрица ;

't /X t o| i~2t№ / j  ~  ̂f

с ] Щ * щ ° 4 o c c l ^ L c ' a ^ f  & K> M  .
_ *  * 4 _ J L _

<r«f = —1 — (4 I0 6 -I0 5 )0 »527'- Г (— 1—  +I H I T-*5G55i> I d6 ) *  
* *  0,527 ’ ; t- 0 ,527

- ( - - f l )
X (0,646 2,CC8 IO4 I ,0 ) 2+ (I,956558  1(P) 0,527 *
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* £

* 0,646' (0,646+1 >-2,QCfc-I04-1,о] =0,166,’,

xx ‘ ^«l= t,<m i i e

6*6.12. По формуле (Ь6) вычисляется значение вектора ̂  Ь*Ъ?Ъ

 ̂ *  — .......^,66----------------- £— . Qi9Qi____
6,66+3,46+2,06+1,0 5,327 5,174 ИГ*

г '- |  - a « s .

0,019;

t f .

6-6.13. По формуле (67) t r
U)вычисляется матрица uik

W (Ci/l  е ‘ , <-/>
~̂1к~ м

(?1 / £  ед£.{ы) (yL Yk/x k +Щ/дхь)!х1, 1,кнм, Ык

J * )г и 6,66
« * м й м 5 м  • i 3 t ° ' 00I l0 ' 00i - i )*

й  J “; r o,Mf,] /'5-та 10"г,г’!’г3!

Л 4 , 3 У * № т ) / х , - т ,
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Й У  * 4 ? *  $= f a ej /Xi +дГг/дх,)/х-=0,645,

t\&* t i 4 - t j j -  *34 **4 г= U'y- (ег / £  е ‘} % $ р г У ф ч ̂ J d x ^ x ^ o o g .

6 .6 .14 . По формуле (b2) вычисляется градиент минимизируемой
функции: .

y n a d z t ( £ - i ) = t ^ ( x * ) + (x i ) x i

■0,253+0,0I9(-6,505-I0 '4 )=0,2524S6;

f t Q d i  t ( * t )  -  < Л  &i). +  1  i f c )  x 51>( * 1 ) =

-0,253+0,019(-4,65b‘10"4)«0,252499; 

fybzalq t(Xi) a  ) X4 }(Xi ) —

-0,253+0,0I9(-2,915-I0’ 4)-0 ,252503.

6 .6 .15 . По формуле (63) вычисляется коэффициент «*- при ан­
тиградиенте :

U ~ 2 / { 4  +

+$Ш*)*№)+Ф*<$\ь)2н\х,)' i,K=Ij]}=0,466 .

6 .6 .1 6 . Вычисляется новое значение вектора относительных ко­
эффициентов использования узлов сети -  для узлов l'*>2T4 -  по фор­
муле (81), для узла I «*1 -  по формуле (79):

х ё,=хг -  <(. ytadg, tfa) =i,о-о, 1бб• 0,252496-9, 57ьзб ю-1 ;

X d - & 4 ~ o L  ) =1,0-0,166 0,252499-9,57636 IO-1 ;

t  (Z<) =1.0-0,166- 0,252503-9,57635 IO-1 ;

$ f S ~ '£ - 4 : t i 1 =2,0 IC^-(2,006 I04(9 ,57836-IO-1 )-0 *646*
Ы

+I,438*I04(9,57636*I0'I )‘ 0,646+6,9e2-I03(9,Kb35 -IO-1 )"0,646)- 

-1,957331. I # ;
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X i ~ ( 3 ^ / C / }  a i  = (1 ,9 5 7 3 3 1  *10^/4,106 «105 Г 1/ 0 *5 2 7 «

= 5 ,I 7 9 - I 0 “2

6 . 6 Л 7 .  В р езультате выполнения итерационной процедуры (81 )♦ 

при IT? =50 получены следующие значения относительных коэффициентов 

использования каналов сет и :

Х-1 -7,066 Ю"2 ; Хг =4,332 Ю"2 ; ^ -4 ,0 6 7  I0~2 ; ccv-3 ,8 I3  10~2
Погрешность решения по функционалу определяется как норма

вектора Хм~ Хгп-4:

А = H iт ' Xm-I II -  [ (7 ,0 6 6  • Ю‘ 2 - 7 ,0 5 5 '1 0 '2 )2+ ( 4 ,332• Ю~2 -

-4,333-I0'2 )2+(4,0B7.I0*2-4,(3e9-I0"2)2+(3,8I3.IO‘2-3,8I7-IO_2)2] OI!5

-i.o-ioi
6 . 6 .1 8 .  По формуле (5 6 )  вычисляются приближенные оптимальные 

значения интенсивностей потоков требований в  каналах с е т и :

j * i  -  = 6 ,6 6 / 7 ,0 6 6  1 0 '2 = 9 4 ,2 5 4 ;

Сг / ^ г .  = 3 ,4 6 / 4 ,3 3 2 *10_2= 64,6 5 9 ;

£ь/Э йъ  =2,06/4,067 • 10-2=50,404;

J 4*  -  /  СС 4  = 1 ,0 / 3 ,8 1 3  ’1С~2 = 26,226 .

6 . 5 .1 9 .  По формуле (5 6 )  вычисляются приближенные оптимальные 

значения пропускных способностей каналов сети :

\Д/< =  JU , V  = 9 4 ,2 5 4 -0 ,0 0 1 -0 ,0 9 4 ;  

W z = JU z V  = 8 4 ,6 5 9 -0 ,0 0 1 = 0 ,0 6 5 ; 

№  v  = 5 0 ,4 0 4 -0 .0 0 1 = 0 ,0 5 0 ;

w ,,=  = 2 6 ,2 2 6 -0 ,0 0 1 = 0 ,0 2 6 .

6 . 6 .2 0 .  По формулам ( 6 1 ) ,  ( 6 2 ) ,  (6 0 )  вычисляются приближен­

ные производительность, средняя длина очереди к среднее время 

пребывания требований в каналах сети.:
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W)= G>(N-1 )/G(A/)sO,S99; Л 2Ш) =  ̂Cf/V- У)/Q(n )̂  0/t66;

h  № Ь е $ Ш - № ( м ) = о , № ,  W N )=£<i M * - O f m = o , m )

Ц  ( k ) = Z x t  Ш - к ) / б ( ф / , ' Ш ,  № -*)/№ )=
Kvi K*i ’LsM=Zx*GIv-k)/6IhU W, Ц М=£я?т-*)/Ш)=е,т,

t < * L 4M / x , i M )

6 -  L & ( N ) / Ai  ( N )  

! з =  Ц(М)/  Д5 (N)

4 ,5 1 6 / 0 ,6 9 9  - 5 . I C 2 ;  

1 ,2 7 9 / 0 ,4 6 6 = 2 ,7 5 5 ;

I , I2 b / 0 ,2 7 9 = 4 ,0 7 9 ;

U =  Ц  Ш ) / 1 4 In )  *=0,996/G,1 5 6 = 7 ,37b .

6 . 6 . 2 1 .  По форцуле (6 4 )  вычисляется среднее время задержки

требований в сети :

ы  ы
♦  э .4 6

6 ,6 6 + 3 ,4 6 + 2 ,0 6 + 1 ,0

______ 6.66______
6 ,6 6 + 3 ,4 6 + 2 ,0 6 + 1 ,0

5 .IC 3  ♦

2 ,7 2 5  ♦ 2.06
6 ,6 6 * 5 ,4 6 + 2 ,0 6 + 1 ,0

• 4,079 +

+ ________ L Q , ...-  .
6 ,6 6 + 3 *4 6 + 2 ,0 6 + 1 ,0

7 ,3 7 8 4 ,4 9 3  с*

7* АНАЛИЗ И ПРОЕКТИРОВАНИЕ СЕТЕЙ ВЫЧИСЛИТЕЛЬНЫХ НАНИН

? Л .  Понятие логической и физической структуры сетей ЭВМ

7 .1  Л .  Технической основой распределенных интегрированных 

систем  управления являются сети вычислительных машин, представ­

ляющие собой совокупность территориально рассредоточенных ЭВМ, 

терминалов и средств передачи данных.

Сети ЭВМ представляют ряд новых возможностей как в вояр о-. 

са х  сбора, хранения и распределения информации, так и коллектив­

ного использования ЭВМ, Коллективное использование дает возмож­

н ость доогим пользователям, имеющим терминалы, работать на мощ­

ных ЭВМ с  развитым программным обеспечением, решая одновременно
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проблещу загрузки и более эффективного использования быстродейст­

вующих ЭВМ. Объединение ряда мощных. ЭВМ и устройств, расположенных 

на обширной территории, в единую сеть позволяет осуществлять обмен 

информацией и программами между ЭВМ и пользователями сети, созда­

вать доступные многим пользователям распределенные банки данных, 

перераспределять (в случае необходимости) вычислительные мощности 

и т .д .

7 .1 .2 . Перечисленные достоинства способствовали быстрому Раз“ 

витию этого перспективного направления развития вычислительной 

техники и техники связи. Б настоящее время в СССР проектируегся 

или находится в стадии эксплуатации значительное количестве рас­

пределенных автоматизированных систем управления, базирующихся на 

сетях ЭВМ. В разд.7.3 приводится пример реализации логической и 

физической структуры одной из крупнейших действующих в СССР АСУ 

подобного типа - автоматизированной системы продажи и бронирова­

ния авиабилетов "Сирена".

7 .1 .3 . В структуре сети ЭВМ можно вьщелить следующие компо­

ненты:

главные ЭВМ (HCST-3BM), являющиеся ядром сети, где сосредо­

точены основные информационные ресурсы;

сеть передачи данных (базовая сеть или сеть связи ЭВМ), 

обеспечивающая надежную оперативную связь между удаленными або­

нентами;

терминальную сеть, ориентированную на HOST-ЭВМ или узлы 

коммутации базовой сети.

7 .1 .4 . HOST-ЭВМ обеспечивает выполнение различных функций 

обработки информации, включая вычисления, поиск информации, дело­

вые операции, хранение данных и т .д . Они представляют собой одно­

процессорный или многопроцессорный вычислительный комплекс, вклю­

чающий в свой состав ЭВМ универсального назначения, ориентирован-
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ные на выполнение информационно-поисковых операций в базах дан­

ных, Для реализации своих функций НОУТ-ЬВМ должны обладать разви­

вши языковыми средствами и программным обеспечением, поддержива­

ющим одновременный интерактивный режим деюгих удаленных пользова­

телей.

7*1.5, Терминалы пользователей через терминально сеть пере­

дачи данных могут подключаться либо к HOST-bBM, либо к узлам ком­

мутации базовой сети передачи данных. Структура терминальной сети, 

включающей терминалы, телефонные и (или) телеграфные каналы связи 

и концентраторы (обычно реализуемые на мини- или микро-ЬВМ), может 

представлять собой кольцо, дерево или обладать сложной распреде­

ленной конфигурацией. Распределенная структура терминальной сети 

обычно используется при необходимости подключения большого коли­

чества территориально рассредоточенных терминалов и обеспечения 

высоких требований к надежности,

7 .1 .6 , НОЗТ-оВМ и терминалы являются абонентами базовой сети 

передачи данных, назначение которой состоит в принятии данных от 

абонентов, выборе маршрута дальнейшей передачи и надежной достав­

ке данных до адресата. Основными компонентами базовой сети пере­

дачи данных, реализующими зти функций, являются узлы коммутации 

(УК) и выделенные телефонные каналы связи. В топологически распре­

деленной базовой сети используют различные методы коммутации: 

коммутация каналов, сообщений и пакетов.

7 .1 .7 . При коммутации каналов для связи двух абонентов сети 

организуется составной канал, состоящий из отдельных транзитных 

участков, закрепленных за парой абонентов на все время сеанса свя­

зи. После окончания сеанса связи составной канал распадается на 

отдельные участки, которые могут быть использованы' для организа­

ции других составных каналов, Существенным недостатком этого типа 

коммутации является невозможность использования временно закреп-
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ленных за конкретный соединением участков для связи мевду другой 

парой абонентов. Комцутация каналов особенно неэффективна для ди­

алогового режима, характеризующегося передачей коротких порций 

информации и значительным интервалами времени между ними. Ука­

занных недостатков лишен метод коммутации сообщений,в соответст­

вии с которым сообщение передается от одного УК к другому, пока 

не достигнет адресата. При использовании этого метода сообщение в 

каждый момент времени занимает только один канал связи на пути 

между источником и адресатом или ожидает в очереди освобождения 

канала, находясь в буферном поле УК.

7 .1 .8 . Комцутация пакетов в общих чертах совпадает с комму­

тацией сообщений, за исключением того, что сообщение разбивается 

на части, называемые пакетами. Пакеты нумеруются, снабжаются ад­

ресом (как при коммутации сообщений) и независимо передаются по 

сети. Таким образом, пакеты одного и того же соо&цения могут од­

новременно передаваться по сети, существенно снижая тем самым об­

щее время доставки сообщения и эффективно используя пропускную 

способность каналов связи. Другое важное преимущество метода ком­

мутации пакетов по сравнению с коммутацией сообщений состоит в 

сокращении необходимых для промежуточного хранения объемов буфе­

ров в УК (так как пакеты имеют ограниченную максимальную длину). 

Указанные преимущества предопределили использование коммутации 

пакетов в качестве основного метода коммутации базовой сети пере­

дачи данных,

7 .1 .9 . В сети пакетной коммутации обычно реализуется один 

из двух методов доставки пакетов: метод датаграмм или мютод вир­

туальных соединений, Б первом случае пакеты одного и того же со­

общения независимо (по разным путям) передаются от источника к 

адресату, что позволяет эффективно использовать коммутационные 

ресурсы сети и сокращает время доставки сообщения. Однако в силу
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независимой передачи по сети пакетов они могут поступать в адре­

сат не в той последовательности, в какой были отправлены. Ьто ус­

ложняет процедуру сборки сообщения, осуществляемую по номерам па­

кетов, составляющих сообщение.

7.1 .10. Применение метода виртуального соединения гарантиру­

ет поступление всех пакетов сообщения без нарушения порядка. В 

этом смысле виртуальное соединение обладает одним из основных 

свойств реального физического канала -  сохранения последователь­

ности передаваемой информации. При этом очевидно, что один и тот 

же физический канал связи доступен для одновременного

использования во многих виртуальных соединениях.

7 .1 .11. Организация виртуального соединения требует выполне­

ния функций его установления и ликвидации и состоит из фазы вызо­

ва, фазы обмена пакетами и фазы окончания. Первый пакет "запрос 

вызова" в соответствии с принятым в сети алгоритмом маршрутизации 

(используя адрес заголовка пакета, алгоритм маршрутизации по таб­

лице маршрутов, хранящейся в кавдом УК, определяет соответствую­

щий входной канал для доставки пакета в адресат по кратчайшему 

пути) передается адресату, который может принять или отклонить 

вызов. Если вызов принят, то источнику передается пакет согласия 

на соединение, после чего по установленному пути отправляются па­

кеты денных. Окончание сеанса связи реализуется обменом между ис­

точником и адресатом пакета ликвидации соединения и пакетом под­

тверждения рассоединения.

7 Л .  12. Виртуальное соединение может устанавливаться также 

на определенный промежуток времени (такое виртуальное соединение 

называют постоянным). При этом отличие от коммутируемого вирту­

ального соединения процедуры установления и ликвидации постоянно­

го соединения реализуются соответственно только в начале и конце 

указанного периода времени. При использовании постоянных вирту-



ИМ 2 1 2 -8 6  ч » 3  рТР«75

альных соединений в сети пакетной коммутации обычно применяется 

фиксированная маршрутизация, в соответствии с которой между каж­

дой парой источник-адресат заранее выбирается оптимальный по не­

которому критерию путь. Пример такого выбора будет приведен в 

разд.Э.

7.2. Сетевые протоколы

7.2 .1 . Реализация описанных в предыдущем разделе способов 

согласованного взаимодействия абонентов в сети ЭВМ осуществляется 

с помощью строго формализованных правил и системы специальных 

процедур, называемых протоколами. В настоящее время широкое при­

менение получила семиуровневая модель Международной организации 

по стандартизации ОЮС). определяющая основные направления разра­

ботки протоколов и включающая физический, канальный, сетевой, 

транспортный, сессионный, представительный и прикладной уровни. 

Практическое использование се1шуровневой структуры в значительной 

мере зависит от согласования требований MDC и Международного кон­

сультативного комитета по телефонии и телеграфии (МККТТ). До нас­

тоящего времени согласованы и вошли в рекомендации ЖКТТ первые 

три уровня. Активно ведется разработка четвертого транспортного 

уровня* и можно ожидать, что в ближайшее время этот уровень также 

войдет в рекомендации МККТТ.

7 .2 .2 . Рассмотрим кратко основные функции перечисленных выше 

уровней. Нижним уровнем иерархии является физический уровень, оп­

ределяющий электрические и механические характеристики подключе­

ния к физическим каналам связи, Физический уровень обеспечивает 

сервис для канального уровня, определяющего функции управления 

передачей информации по каналу связи. К ним в первую очередь от-' 

носятся упаковка передаваемой информации в кадры определенной 

длины. Формирование проверяющих символов и проверка содержимого
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кадров после их передачи, передача и прием подтверждений о приеме 

кадров, повторная передача неподтвержденных кадров и т.д . Таким 

образом, основные функции управления каналом связи состоят в уста­

новления, поддержании и разъединении канала. При этом методы уп­

равления существенно зависят от типа канала связи (телефонный, 

телеграфный, спутниковый и т .д .) . Канальный уровень обеспечивает 

сервис для сетевого уровня, выполняющего функции маршрутизации 

пакетов, управления потокам!, адресации, организации и поддержа­

ния транспортных соединений. Единицей информации протоколов сете­

вого уровня является пакет, поэтому часто этот уровень называют 

пакетным. Сетевой уровень обеспечивает сервис для транспортного 

уровня.

7 .2 .3 . Транспортный уровень предназначен для транспортировки 

массивов из одного порта в фугой. Под портом понимается конец 

логического канала сети передачи данных, где фактически заверша­

ются операции транспортировки данных и начинаются операции между 

вычислительными процессами. Транспортный уровень обеспечивает ус­

тановление и разъединение транспортных соединений, управление ин­

формационными потоками от порта до порта, сборку и разборку паке­

тов, Принадлежащих передаваемому в сеансе связи массиву. В связи 

с тем, ч*о транспортный уровень предназначен для пересыпки данных 

из источника адресату, протоколы данного уровня часто называют 

межконцевыми или сквозными. Транспортный уровень является послед­

ним в иерархии уровней, обеспечивающих транспортный сервис; он 

освобождает более высокие уровни от организации передачи данных.

7 .2 .4 . Основным назначением сеансового уровня является орга­

низация, поддержание и окончание сеансов между прикладными про­

цессами (организация и поддержание логической связи между распре­

деленными работами). Сеансы устанавливаются через представитель­

ский уровень. Целью представительского уровня является преобразо-
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ванне данных в форму, удобную для прикладной программы. На пред* 

ставительском уровне происходят преобразования форматов данных и 

преобразования команд. Прикладной уровень представляет собой про* 

цесс обработки информации * прикладные процессы. Он обеспечивает 

работу прикладной программы также, как если бы она выполнялась не 

через базовую сеть передачи данных, а автономно в вычислительной 

машине.

7.2.5. Из всех рассматриваемых уровней базовая сеть обычно 

охватывает первые три уровня протоколов, которые реализуются в 

узлах коммутации. Протоколы остальных четырех уровней, как прави­

ло, реализуются в HOST-ЭВМ. Интенсивно развивающийся процесс стан­

дартизации протоколов привел к появлению рекомендации Х-25 ЖКТТ, 

которая охватывает первые три уровня: протокол X-2I для физическо­

го уровня; протекал управления каналом HDLC и протокол Х-25/3 

сетевого уровня. Следует отметить, что рекомендация Х-25 определя­

ет интерфейс между абонентами и сетью передачи данных и, вообще 

говоря, не регламентирует процедуры взаимодействия вцутри базовой 

сети. Поэтоцу внутри базовой сети передачи данных наряду с Х-25 

часто используют и другие типы протоколов (например, рекомендацию 

Х -7 5 ) .

7.2.6. Несмотря на различные функции протоколов четырех ниж­

них уровней, обеспечивающих транспортный сервис, они обладают не­

которыми общими характерными чертами. В первую очередь, это каса­

ется способов подтверждения правильности доставки информации. На­

дежная передача пакетов (на сетевом уровне) или кадров (на каналь­

ном уровне) осуществляется с помощью передачи подтверждений (кви­

танций) об успешной доставке и использовании механизмов окна и

. При этом источник может послать не более N па­

кетов (кадров), не дожидаясь подтверждения от адресат ( V  * раз­

мер окна). Получение квитанции, подтверждающей прием адресатом,
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разрешает передачу следующего пакета (продвигает окно)* В прото­

колах, предусматривающих передачу очередного пакета (кадра) толь­

ко после получения квитанции на предыдущий пакет, очевидно, раз­

мер окна равен единице. Время ожидания подтверждения об успешной 

доставке ограничивается некоторой величиной , В слу­

чае непоступления квитанции за время „ t ifn e -O u t  (это может про­

изойти из-за искажения кадра или квитанции в канале или отсутст­

вия свободного буферного пространства в принимающем УК) осущест­

вляется повторная передача пакета (кадра).

7*3. Пример реализации АСУ с сетевой структурой. Сеть ЭВМ 

"Сирена"

7.3.1* Сеть ЭВМ "Сирена" является одним из первых крупных 

Общесоюзных проектов создания сетей ЭВМ, который в настоящее вре­

мя реализован и успешно развивается. По состоянию на конец 19Ь5 г . 

в сети функционируют HOST-ЭВМ, расположенные в городах Москва, 

Ленинград, Киев, Минск, Рига, Ростов, Куйбышев, Свердловск и по­

рядка 1000 терминалов.

7 .3 .2 . В структуре сети ЭВМ "Сирена" (как и в .любой информа­

ционно-вычислительной сети) можно выделить терминальные сети, ба­

зовую сеть передачи данных и технологические центры (Н05Т-ЭБМ).

7 .3 .3 . Н€$Т-ЭВМ представляют собой многомашинные вычислитель­

ные комплексы на базе ЕС ЭВМ или совокупности ЭВМ СМ-2М. Количест­

во ЭВМ СМ-2М в комплексе определяется требованиями производитель­

ности и надежности. Например, hCST-ЭВМ, расположенная в г.Куйбыше­

ве, включает одну ЭВМ СМ-2М, а в крупном Московском комплексе реа­

лизована 4-х машинная конфигурация (одна ЭВМ является резервной).

7 .3 .4 . Терминальные сети системы "Сирена-2" охватывают круп­

ные географические регионы страны, совпадающие обычно с территори­

альными управлениями гражданской авиации. Передача информации в
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терминальной сети происходит по принципу коммутации сообщений и 

осуществляется по выделенным телефонным и телеграфным каналам 

связи. В качестве узлов коыцутаций сообщений и концентрации тер­

миналов используются управляющие вычислительные телекомплексы ин­

формации (УВТК-КИ). Для подключения к УВТК-КИ, реализованного на 

микро-ЗВМ "Электроника-60И, аппаратуры передачи данных АПД-ЫА в 

составе УБТК-КИ имеются адаптеры, реализующие стык СЗ, а для под­

ключения модемов -  адаптеры, реализующие стык С2, С целью выполне­

ния требований надежности в терминальной сети реализуется принцип 

дву-связности. В соответствии с этим принципом каждый УВТК-КИ сое­

динен с узлом коммутации базовой сети, на который ориентируется 

терминальная сеть, по крайней мере, двумя непересекающимиея путя­

ми,

7 .3 .5 . Б базовой сети мСирена” , включающей узлы коммутации и 

выделенные телефонные каналы связи, используется принцип комцута- 

ции пакетов. Узлы коммутации пакетов реализуются на базе одной 

или нескольких ЭВМ серии СМ-2 н размещаются в непосредственной 

близости от HOST-ЭВМ. Предусмотрена также возможность совмещения 

функций узла коммутации и НСУТ-ЭВМ в одной ЭВМ ВС или СМ-2 (такой 

вариант реализован в г.Куйбышеве).

7 .3 .6 . Транспортная служба сети ’'Сирена и включает набор про­

грамм транспортного, сетевого и канального уровня. Абонентами 

транспортной службы являются задачи сеансового уровня узлов ком­

мутации. Информация между абонентами и транспортной службой пере­

дается с помощью примитивов транспортного сервиса. Набор примити­

вов и фазы их взаимодействия реализованы в соответствии со стан­

дартами МСС и с учетом особенностей, связанных с обменом информа­

цией через устр о й ство  межзадачного обмена ЭВМ СМ-2.

7 .3 .7 . Транспортный протокол также соответствует рекоменда­

ции МСС. функции отого протокола делятся на 5 классов (0*1*4). По
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мере увеличения номера класса расширяется набор функций протоко­

ла, а следовательно, и сервис, представляемый транспортноцу 

пользователю* В первой версии базовой сети передачи данных "Сире­

на" реализован 0-й класс, обеспечивающий функции, необходимые для 

установления соединения, передачи данных с сегментацией и сообще­

ний об оншбках. Класс 0 обеспечивает транспортные соединения с 

управлением потоком, основанным на сетевом уровне (управление по­

током в рамках X.25/3),и разъединение, основанное на разъединении 

виртуальных каналов на сетевсм уровне*

7*3.6. Сетевой протокол, реализованный на базе интерфейса 

Х.25/3, предусматривает использование постоянных виртуальных ка­

налов при передаче пакетов в базовой сети "Сирена". Размер пакета 

равен сумме размера транспортного блока и шапки данных транспорт­

ного протокола, и не превосходит 131 байта. На сетевом уровне ис­

пользуется управление потоком пакетов данных по логическое ана­

лизу. Инициализация логического канала и вхождение его в работу 

осуществляется с помощью процедуры сброса, которая имеет глобаль­

ный характер (от одного конца логического канала до другого). 

Межузловой протокол, обеспечивающий установление соединения между 

двумя соседними узлами и управление потоком данных, контролирую­

щее перегрузку физических каналов на межузловсм уровне, реализует 

надежную доставку данным между узлами базовой сети передачи данных.

7 .3 .9 . В базовой сета "Сирена" (такта, как и в терминальной 

сети) используется принцип двусвязности, в соответствии с которым 

каждая пара узлов источник-адресат соединена не менее чем двумя 

физическим! щтями. При этом фиксированная маршрутизация пакетов 

осуществляется в нормальном режиме по основному маршруту, а обход­

ные (резервные) маршруты используются только при отказе основного 

(описание алгоритмов выбора оптимальных маршрутов в базовой сети 

передачи денных приведено в разд.9).
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7 .4 . Последовательность проектирования сети связи ЭВМ. 

Автоматизация процесса проектирования

7 .4 .1 . Выбор технических средств и системы протоколов (вклю­

чая способы комифтации и доставки данных в терминальной и базовой 

сети) является важным первым этапом проектирования сети ЭВМ.

7 .4 .2 . Второй этап проектирования требует решения большой 

совокупности сложных взаимосвязанных задач. К этим задачам отно­

сятся: оптимизация пропускной способности каналов связи; выбор 

маршрутов; оптимизация топологической структуры; выбор методов 

управления потоками и определение параметров управления; анализ 

объемов буферной памяти узлов коммутации и выбор стратегии буфе­

ризации при перегрузках и т .д .

7 .4 .3 . Средством решения списанной общей задачи проектирова­

ния является создание комплекса математических моделей и программ 

проектирования сети ЗВМ. При этом высокое качество проектирования 

может быть достигнуто только в том случае, когда отдельные метода 

и модели объединены на основе системного подхода в единую еистецу 

проектирования, охватывающую все или больщую часть задач проекти­

рования. Необходимость создания многоуровневой иерархии моделей, 

объединенной р единую систему автоматизации проектирования,дикту­

ется также практической невозможностью совместного решения всего 

комплекса задач проектирования, определяющего логическую, физичес­

кую и программную структуру сети.

7 .4 .4 . Наличие трудно формализуемых факторов и ограничений,

приближенность некоторых исходных данных и многокритериальный ха­

рактер зйдзчи проектирования созывают нзобходимоеть исполь­

зования интерактивного (диалогового) режима проектировании. Такой 

режим позволяет объединить в едином процессе современные матема­

тические методы и алгоритмы оптимизации с опытом и интуицией про-
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ектировщика. Это обеспечивает проектировщику возможность контроля 

за ходом проектирования и активного вмешательства в процесс поис­

ка оптимальных решений.

7 .4 .5 . Разработанная в Институте проблем управления система 

автоматизации проектирования сетей ЭВМ представляет собой сово­

купность взаимосвязанных глобальных и локальных моделей вычисли­

тельных сетей, реализованных в виде единого программного комплек­

са. Она включает в себя следующие подсистемы: -блок исходных дан­

ных, подсистемы выбора топологии, маршрутов и процускных способ­

ностей каналов связи, подсистему анализа потоков и задержек в се­

ти с межконцевым механизмом управления потоком и выбора парамет­

ров управления; подсистему анализа надежности; подсистему анализа 

буферной памяти; подсистему анализа протоколов; подсистему имита­

ционного моделирования вычислительных сетей; блоки анализа и вы­

бора алгоритма проектирования.

7 .4 .6 . Каждая из перечисленных подсистем базируется на со- 

ответстэухирх библиотеках программ, реализующих как известные, 

так и оригинальные точные и приближенные методы исследования мо­

делей сетей ЭВМ. Выбор метода решения осуществляется на основании 

параметров сложности модели сети и формализованных характеристик 

метода.

7 .4 .7 . Диалоговая процедура проектирования сети, основанная 

на многоуровневой иерархии моделей̂  представляет собой сходящийся 

итерационный процесс. Модели каждого последующего уровня учитыва­

ют большее количество характерных черт проектируемой сети при 

фиксации параметров, определенных на предыдущих уровнях. Если по­

лученные на определенном этапе проектирования параметры сети не ■ 

удовлетворяют требованиям технического задания, то осуществляется 

повторный расчет на предыдущих этапах с изменением соответствую­

щих ограничений.
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7 .4 . В. Система автоматизации проектирования является откры­

той, что позволяет автономно использовать отдельные подсистемы и 

их совокупности, а также подключать новые подсистемы. С целью об­

легчения работы пользователей предусматривается диалоговый режим 

и использование машинной графики.

7 .4 .9 . Следует отметить, что проектирование сетей небольшой 

размерности с помощью предлагаемой методики может осуществляться 

традиционным (ручным) способом. В общем случае при проектировании 

сетей большой размерности необходимо использование разработанного 

в Институте проблем управления пакета прикладных программ, напи­

санного на языке ПЛ/1.

7.5 . Методика проектирования базовой и терминальной сетей 

передачи данных

7.5 .1 . Итерационная процедура проектирования базовой и тер­

минальных сетей совпадает за исключением некоторых специфических 

этапов, поэтоцу ниже подробно рассматривается только алгоритм 

проектирования базовой сети передачи данных.

Указанный алгоритм включает следующие основные этапы.

7 .5 .2 . Этап I . Анализ исходных данных для проектирования се­

ти. Такими данными являются: матрица интенсивности входных пото­

ков информации (матрица тяготения) Л=й Atjfl \ географические 

координаты мест расположения узлов коммутации; технико-экономичес­

кие характеристики аппаратуры передачи данных, узлов коммутации

и каналов передачи данных (включая стоимость аренды каналов, за­

данной в приложении I); распределение длины сообщений и максималь­

ный размер передаваемых пакетов; вероятность искажения элементар­

ного разряда в канале связи; ограничение на время задержки сооб­

щений Тс или пакетов Тп; ограничение на число независимых путей 

из узла-источника в узел-адресат и на число переприемов пакетов
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при передаче по сети (или на диаметр сети).

7 .5 .3 . Этап 2. Анализ линейного звена передачи данных с 

целью отыскания эффективной скорости передачи с учетом искажений 

и зависимости среднего времени передачи пакета от величины пото­

ка информации, передаваемого по линейному звену. Выбор максималь­

ного потока информации, который мо?шо передавать по линейно^' 

звену передачи данных при сформулированных требованиях на среднее 

или максимальное время передачи пакете по линейноцу звену. Най­

денные данные о среднем времени передачи пакета по линии связи и 

ограничение на максимальную величину потока, передаваемого по ли- 

нейноцу эвену передачи данных, используются при синтезе базовой 

сети и анализе ее характеристик.

7.5*4. Этап 3. Выбор метода для синтеза топологической струк­

туры сети исхода ц з  размерности проектируемой сети.

7 .5 .5 . Этап4 .  Вецгешезадачи синтеза топологической струк­

туры выбранным мотодом на основе исходных данных и зависимости 

стоимости каналов от расстояния.

7.5*5. Этап 5. Сценка проектировщиком полученной сети с уче­

том неформальных требований. В случае необходимости корректировка 

структуры сети или изменение некоторых ограничений, используемых 

ъ качестве исходных данных и возврат к этапу 4.

7 ,5 .7 . Этап 6. Анализ характеристик сети при различных режи­

мах нагрузки и выбор метода расчета оптимальных параметров управ­

ления потоками пакетов для защиты сети от перегрузок.

7 .5 .6 . Этап 7. Нахождение параметров управления потоками на 

сети и отыскание характеристики сети (производительности сети, 

времени задержки и вероятности связности) при различных режимах 

нагоузки.

7 .5 .0 . Этап 6. Сравнение полученных характеристик сети с со­

ответствующими ограничениями в исходных данных. Если указанные
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ограничения ье выполняются, то следует уменьшить величину макси­

мального потока, передаваемого по линейному звецу передачи данных 

или уменьшить максимальное число переприемов, допускаемое при пе­

редаче пакета по сети и вернуться к этапу 4*

7.5 .10 . Этап 9. Сценка буферных накопителей в узлах коммута­

ций и выбор стратегии буферизации при перегрузках.

7 .5 .11. Этап 10. Анализ уточненных характеристик базовой се­

ти с помощью уточненной аналитической или имитационной модели. 

Окончательная опенка проекта сети с точки зрения выполнения тре­

бований технического задания. В случае необходимости внесение не­

обходимых изменений в исходные данные для синтеза сети и переход 

к этапу 4, изменение параметров управления и переход к этапам 7 , 

9, внесение изменений в проект сета и переход к этапу 10.

7 .5 .12 . Этап II . Завершение процедуры. Представляется целе­

сообразным не основе измерений функционирующей сети уточнять ис­

ходные данные, использованные для проектирования сети (например, 

потоки информации, передаваемые по сети, искажешя в линиях свя­

зи), и характеристики сети. На основании полученной информации 

можно осуществлять совершенствование сети, предварительно анали­

зируя предлагаемые изменения на модели сети. Информация о харак­

теристиках реальной сети является также средством уточнения моде­

лей и методов, использованных при проектировании магистральной 

сети, выявления их недостатков и оценки границ их применения.
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8 , СШ ЕЗ ТШОЯШНШОЙ СТРУКТУРЫ БАЗОВОЙ СЕТИ

ПЕРЕДАЧИ д а ш х  ПО КРИТЕРИЯМ стоимости и надежности

8 .1 . Постановка задачи выбора топологической структуры, 

пропускной способности каналов связи и оптимальной маршрутизации

8 Л  Л . Задача топологической оптимизации распределенных и 

централизованных сетей передачи данных является одной из основных 

при разработке сетей ЭВМ. Алгоритмы решения этой задачи эффектив­

но используются кв всех этапах проектирования и развития сети ЭВМ.

8 Л *2. В качестве критерия при проектировании топологии сети 

передачи данных используется обобщенный экономический критерий - 

приведенные затраты, включающий стоимость годовой аренды каналов 

связи и приведешь» стоимость узлов коммутации пакетов. Другие 

критерии {среднее время задержки, надежность и т .д .)  используются 

как ограничения при решении задачи оптимизации топологии.

8 .1 .3 . Учет требований надежности осуществляется путем вве­

дения ограничений на количество узлов коммутации в маршруте от ис­

точника к адресату (длина маршрута) и на количество независимых 

маршрутов от источника до адресата. Для многих отечествен­

ных и зарубежных сетей передачи данных характерно требование дву- 

свяэности { Ц.£=2), т.е.наличке между каждой парой узлов сети не 

менее двух нзз&висишх маршрутов передачи пакетов.

ЬЛ Л , Временные ограничения вводятся на задержку паке­

тов в виртуальных соединениях или в сети в целом, либо на среднее 

время доставки многопакетного сообщения. Ограничение на время до­

ставки сообщений характерно для диалоговых вычислительных сетей, 

работающих в реальном масштабе времени.

8 .1 .5 . Задача топологической оптимизации состоит в выборе 

оптимальной схемы соединения узлов коммутации, определении про­

пускных способностей каналов связи (или числа каналов в пучке),
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распределении потоков в сети и выборе оптимальных маршрутов пере­

дачи информации так, чтобы суммарная стоимость сети была *«ни-

мальной при условии выполнения ограничений на задержку и надеж­

ность.

L . 1 X .  Нормально указанная задача формулируется следующим 

образом: найти число каналов связи между каждой парей (1 ,  ̂ )

чтобы
j l 4 = 1 'w

где V  -  число узлов сети ), так,

узлов сети -  

лазе связи /•
К

= о , 4 , г , .  ) и величин потоков в кана-

(99)

при условиях:

матрица потоков F=Ufyll удевлетворяет матрице тяготе­

ния И; (100)

среднее время доставки сообщения (пакета) в каждом виртуаль­

ном канале не превосходит заданной величины Тс (Тп ) ; (101)

количество независимых маршрутов между каждой парой узлов  

сети не меньше величины k a ;  d o ? )
длина маршрутов между каждой парой узлов не превосходит ве­

личины D < В ОСНОВНОМ и I >2 в обходных маршрутах. (Ю З)

Ь Л .7 .  Сформулированная задача топологического синтеза струк­

туры сети передачи данных является сложной задачей дискретной оп­

тимизации, для которой в настоящее время известны лишь эвристи­

ческие алгоритмы решения. Ниже дано описание новых комбинаторных 

алгоритмов решения задачи (99) и ее частных случаев.

t . I . t .  К .достоинствам предложенных алгоритмов относятся; 

возможность отыскания точного решения задачи топологической опти­

мизации для сетей маюй и средней размерности, что дополнительно 

позволяет оценить качество известных и fhobь разрабатываемых при­

ближенных алгоритмов; возможность простого эвристического рас ши-
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рения предлагаемых алгоритмов для исследования сетей большой раз­

мерности.

6 Л . 9. Разработанные алгоритмы программно реализованы в па­

кете прикладных программ синтеза топологии сетей передачи данных,, 

который включает:

точный и приближенный алгоритмы конструктивного перечисления 

графов для решения задачи топологического синтеза сети минимальной 

стоимости при наличии ограничений на надежность. Указанные алго­

ритмы эффективно используются на этапе предпроектного исследова­

ния сети;

комбинаторные алгоритмы точного и приближенного решения за­

дачи синтеза топологии, выбора пропускных способностей и маршру­

тов, применяемые на этапе технического проектирования и в процес­

се развития сети ЭВМ;

алгоритм "насьацения сечений” ;

алгоритмы решения задачи топологического синтеза сетей с по- 

вышенныаш требованиями к надежности (проектирование сетей с коли­

чеством неэависишх путей между каждой парой, узлов большим двух);

эвристические алгоритмы решения задач синтеза топологии се­

тей ЭВМ большей размерности.

8 .2 . Описание упрощенной постановки задачи синтеза 

топологической структуры базовой сети передачи данных

8*2.1. В ряде случаев представляет интерес более простая за­

дача топологического проектирования, в постановке которой снима­

ются ограничения (100), (101), т .е . не учитываются требования к 

информационным потокам, проходящим по сети.

Такая задача решается на предпроектиой стадии создания вы­

числительной сети в условиях отсутствия подробной информации о 

сетевых протоколах, матрице интенсивности входных потоков и т .д .
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Ьта же задача решается в том случае» если информационные по­

токи невелики по сравнению с пропускной способностью каналов связи .

6 .2 .2 , Пусть I , если существует связь между узлами

Q ir '  1ч
О» в противном случае,

Тогда задача ставится следующим образом;
W
z
Ы f , C4  a ‘J m i n (104)

при условиях:

связность сети ^  к СЬ ,  (105)

длина основного маршрута между каждой парой узлов^Х^ ) (10$) 

ллина рсех обходных маршрутов между каадой парой 

узлов^^5е# Ц07)

Даже в такой "облегченной” постановке задача топологической 

оптимизации является сложной задачей дискретной оптимизации,

6 .3 , Определение нижней оценки стоимости сети

6 .3 Л .  Обозначим через II число ребер сети. Ставится задача 

нахождения нижней оценки стоимости сети с М ребрами (М ^ W ).

6 .3 .2 . Для определения нижней оценки используется следующий 

прием: условия (105) и (106) не учитываются, а условие (105) заме­

няется на более простое:

И  . _
^ a i j  & kcfc Для всех L= 1, W . (10В)

Ь .3 .3 . Условие, состоящее в том, что сеть содержит II ребер,

записывается в виде:

Л V

(Ю 9 )
Ы  *

Ь .3 ,4 . Таким образом, для определения нижней оценки стоимости 

сети с М ребрами необходимо решить следующую задачу:
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V  V
2  ! £  C ;iC L .j — ► ш е л
г-/ /=/ v  d

при условии;

2 *  к cl. для Ш* 1-1,2, W

W W

£ ^ a V = 2  М.

(ПО)

( I I I )

( 112)

8 .3 .5 . Решение этой задачи дает следующий алгоритм:

Шаг I . Сортировка строк матрицы I lC ijll .  Строки матри­

цы lic g -  II сортируются в порядке возрастания. Таким образом, 

для каждого узла t в L -Й строке матрицы IIС Q Ц содержатся 

стоимости соединения L -го узла с остальными узлами в порядке 

возрастания*

Шаг 2* Для каящой строки матрицы II выбрать первые

|<с£ элементов (для выполнения условия (III)) , т.е.положить

*■ ' г 1 1
Шаг 3* Оставшиеся W* - WKa> элементов матрицы ПСцП 

расположить в порядке возрастания стоимостей

С -H C ijll  —  с = { с К}  , к=1,г,..., W (w -K ci)..

Шаг 4. Суммируются первые £М • w  элементов вектора С 
(для выполнения условия (112))*

° к ■
Шаг 5. Вычисляется нижняя оценка стоимости сети с М ребрами:

) / .2 .

Шаг 6. Конец работы алгоритма.



b .4. Генерация помеченных графов с заданными свойетвада

Ь .4 .1 . Дяя решения задачи (104) удобно представить сеть пе­

редачи данных в виде помеченного неориентированного графа, верши­

ны которого соответствуют узлам сети и ребра -  линиям связи.

В .4 .2 . Матрица А =  l l& y j l  представляет собой матрицу смеж­

ности помеченного графа, являющегося решением задачи.

В .4.3 . Таким образом, задачу (104) можно решить, если иссле­

довать множество и  всех помеченных графов с заданными свой­

ствами (105) - (1C?) и выбрать среди них граф минимальной стои­

мости, т.е.граф с матрицей смежности А  « в  Л  у  II такой, что 

^  w *  л w W
т :  2 :  a i j C ( : - m i n  2 Z z i  d i j C i j  .
ы  J*4 i 4 Ае(б}1'* 4*1 * '

6 .4 .4 . Обычно позтоцу в дальнейшем речь будет ид­

ти о двусвязных графах. Предполагается, что число II -  фиксировано.

6 .4 .5 . Свойства (106), (10?) на языке теории графов форцу- 

лируотся следующим образом. Пусть граф £• принадлежит {
Пусть ЭС - множество вершин £  ( i X l . W  ) и Е -  множество ребер 

О (1Е1 = М ). Пусть D (G )  -  диаметр & •

Тогда условия (106), (IC7) перепишутся в виде:

J > ( G ) ^ D i  ;

Т Н & - х ) 4 Ъ г , V x e t ;

$ {& -e )< L j)2 t v е е В .

Ь .4 .6 . Ниже приводится алгоритм пороздения всех графов,

принадлежащих множеству KJ-
liar I . Нормирование списка допустимых ребер LIT. Вначале LE 

содержит список всех возможных ребер графа f которые рас­

положены в порядке возрастания стоимостей.

Шаг 2. Инициализация необходимых параметров

( 1 1 3 )

(114)
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V ЗС 6 X •
0 - * V E G - ( x ) ;  O-^R(x),

4 -*SrZE(x,i); i = 4,2,...,W.

Шаг 3. Выделение двусвязного помеченного графа из списка L£. 

Список LE  последовательно просматривается^ для каждого ребра е  

выполняются следующие действия*

Подсчитывается степень вершин X , У% инцидентных ребру е
D F G ( a : J  - Н — * - D E G ( 3 t b

Для всех Х £  X  подсчитывается число циклов графов 0 - -Х :  
если ребро е  является циклическим в графе £  ~ Х  , то

R ( x ) + 4 - ~ R f r ) .

Проверяется условие двусвязности : если ЪЕ6(x)+Rl*)>W~w*2, 
то ребро е недопустимо (оно исключается из списка LE )• Таким 

способом из списка LE выделяется Ы реберг

6 .4 .7 . Для определения условия, является ли ребро* цикли­

ческим, реализована проверка, основанная на использовании опера­

ций объединения подмножеств VNWN и отыскания подмножества, 

содержащего заданный элемент F T W P .

Процедура UNION ( а ,  $ )  по номерам двух подмножеств про­

изводит объединение подмножеств.

Процедура Р1ЫР ( х )  выдает номер подмножества, содержа­

щего X.
6 .4 .8 .  Процедура проверки цикличности ребра выглядит так;

F T lV D f Cl (нсмер подмножества, содержащегоX);

F H v D t y ) - ,  6  (номер подмножества, содержащего у ) ;

Если CL-£ t то В -  циклическое, иначе: UNION (*, 6).
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Описание алгоритмов процедур p[ND и ONION приведены в

справочном приложении 3.

Шаг 4. Анализ условий (И З ), (114).

Для проверки условий (И З ) , (114) используется следующий ал­

горитм:

для \ /х€Х  проверить, что Ю ( £ - х ) -  Д г  э

если D^>D1 , то:

вычислить D ( G ) ,
проверить, что m o i e t y ;

если 3)г  >  2  # то проверка завершена;

для каждого ребра такого, чтогТ)(&'Х)=Ъ(0-у)^Л^
вычислить расстояние между вершинами ж, у  в графе G и про­

верить, что это расстояние не превосходит • Алгоритм вычисления 

диаметра графа приведен в справочном приложении 4 .

Шаг 5. Корректировка списка допустимых ребер*

Ь .4 ,9 . Пусть L£(G) - список ребер последнего выделенного

двусвязного графа G. Тогда список допустимых ребер LE  для 

следующей итерации получается следующим образом.

Спределяется ребро , которое удаляется из списка L £(& )
( S - номер ребра в списке 1£q ).

Список L f = ^  •" L£(G )’f t^ -S ] О

[ е г  : е г е и 0 \ z> s ]<

6.4 .10 . Ребро определяется из решения следующей задачи: 

S —*  m a x ; 

d t y  х  7 > k z t ,= 2  ,

для \/ X G  графу G- , определяемого списком L-F, нижняя 

оценка стоимости G меньше достигнутого оптимального решения, 

Ь.4.11. Если такого ребра да существует, это означает,

что гее возможные двусвязнке помеченные граф) с заданным числом
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ребер вьщелены (возможно, их не существует вообще). Работа алго­

ритма завершается. В противном случае происходит переход к ша­

гу 2 .

В .4.12. Генерируемые графы лексикографически упорядочены по 

возрастанию стоимостей их ребер.

В .5. Алгоритм решения задачи

6 .5 .1 . Для решения задачи (104) используется следующий ком­

бинаторный алгоритм.

Шаг 1. М := Mmiri, №т«я- минимальное допустимое число ре­

бер п графе с заданными ограничениями.

И min определяется по следующей формуле:
—

М  _ W , если *4

где З У [ -  минимальное число, большее или равное V  .
Шаг 2. С м
Шаг 3. Определяется нижняя оценка стоимости для графа с М 

ребрами.

Шаг 4. Бели Септ^ (-мп fTO SWP.
Шаг 5. Генерация очередного графа с Ы ребрами.

Шаг 6. Если стоимость & < Сш   ̂ то Сот :~С ;
Шаг 7. Если все графы с М ребрами рассмотрены или 

то переход к шагу В; иначе к шагу 5.

Шаг 6 . М:« M+I; если М< W iW -J)/g  ̂ то переход к шагу 3.

6 .5 .2 . Предлагаемый алгоритм дает точное решение задачи 

(104). Для больших W  он приводит к значительным вычислительным 

затратам и поэтому необходимо использовать приближенный вариант 

данного алгоритма.

Ь .5 .3 . Возможны два способа получения приближенного решения.
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Во-первых, условие; C^r^Cmin и С©nr “ С min в шагах 4 и 

7 заменяются на условие;С0цг £*fm«/ip где £ -  заданная

погрешность решения.

Во-вторых, вычислительные эксперименты показали, что при ге- 

нерируемой данным алгоритмом последовательности решений для полу­

чения оптимального решения требуется не более 5-10% от общего 

числа итераций.

0 .5 ,4 . Таким обризом, условие генерации всех двухсвязных гра­

фов с М ребрами на шаге 7 можно заменить на условие генерации за­

данного числа графов К  которое приближенно можно определить сле­

дующим образом:

К ^ С ^ - 8  , где 8  = 5 -  Ж .

6.6 . Пример выбора топологической структуры сети по 

критериям стоимости и надежности

6 .6 .1 . Для иллюстрации описанного выше алгоритма рассматрива­

ется пример синтеза топологической структуры фрагмента базовой се­

ти передачи данных системы "Сирена” с W «= 5 узлам* коммутации, 

расположенными в городах Москва, Ленинград, Киев, Свердловск,

.Минск,
t .6 .2 , Исходя из таблицы расстояний (табл.8) и зависимости 

стоимости годовой аренды телефонных каналов связи от расстояния 

(справочное приложение 2) fстроится матрица стоимостей С.

Таблица 8

! Рас стояние между городами в соответствии с их
*
ап.

Название 
, города

!
j_

порядковым номером, км

! I ! 2 ! 3  1 4  ! 5

I . Москва - 6 14 730 1 4 6 0 6 9 0

2 . Ленинград 14 - 1000 1 8 5 3 6 9 2

3 . Киев 7 3 0 1000 - 20В ? 3 9 3
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Продолжение табл.8

(Расстояние между города® в соответствии с их 
Р Название I порядковым номером, км
пп« города -

I ! 2 ! 3 ! 4 ! 5

4. Свердловск 1460 1853 2СЪ7 2148

5. Минск 690 692 393 2148

- I3I400 I3I400 157680 I3I400

I31400 - I3I400 157680 I3I400

и

I3I400 I3I400 - 157680 78840

157680 157680 157680 - 157680

I3I400 I3I400 78840 157680 -

8 .6 .3 . Предлагаемый алгоритм работает следующим образом.

Wmfo = W=5.
11=5 (генерируются все помеченные графы с пятью вершинами и 

пятью ребрами);

нижняя оценка стоимости для пяти ребер равна 630720; 

список ребер состоит из 10-ти ребер: (3,5), (1,2), (1,3), 

(1,5), (2,3), (2,5), (1,4), (2,4), (3,4), (4,5);

1-й двусвязный граф с 5-ю ребра® состоит из ребер: (3,5),

(1.2) , (1,3), (2,4), (4,5). Его стоимость: 657000. Заметим, что 

ето больше нижней оценки. Однако, если необходимо получить прибли­

женное решение с погрешностью 50, то 657000-630720=26280<630720х

к5%=315Э6.

Таким образом, уже 1-е решение является оптимальным с погреш­

ностью, меныоей 558.

6 .6 .4 . Для перехода к следующей итерации удаляется ребро

(1.3) и список допустимых ребер t-E состоит из 9-ти ребер (все 

ребра являются допустимыми (кроме (1,3)).



25-213*86. ЧшЗ Ст р . ^

2-Й двусвязный граф состоит из ребер: (3 ,5), (1 ,2 ), (1 ,5 ),

(2 ,4), (3 ,4). Его стоимость C57G00.

Удаляется ребро (1*2) и получается 3-й граф: (3*5), (1 ,3 ), 

(2 ,3), (1 ,4), (2 ,4). Его стоимость 657С00.

Дальнейшее удаление ребер невозможно, поэтому итерация гра­

фов с 5-ю ребрами завершается (сгенерировано всего 3 графа, тогда 

как дня пяти вершин и пяти ребер существует 12 помеченных дву-  

связных графов). Следует отметить, что уже первое решение являет-* 

ея оптимальным.

Число ребер увеличивается на I, т.е.предполагается рассмот­

реть все двусвязные графы с 5-ю вершинами и 6-ю ребрами.

Нижняя оценка * 657000. Таким образом, рассмотрение

графов с 6-ю и большим числом ребер не имеет смысла. Оптимальная 

стоимость сети 657000 (для всех генерируемых графов выполняются 

ограничения).

6 .6 .5 . Данный пример показывает следующие свойства алгоритма,

Оптимальное решение находится довольно быстро (в примере уже 

1-е решение является оптимальным).

Алгоритм исследует относительно незначительную область до­

пустимых решений (было исследовано лишь 3 решения, тогда как су­

ществует 236 дву связных помеченных графов с заданными свойствами)

Если решать поставленную задачу полным перебором всех допус­

тимых сочетаний из ребер по М, где М $ V/( W- 4)/2 9
тз припнссь бы исследовать 638 графов с анализом двусвязности . 

каждого из них.
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9. ВЫБОР ПРШСЮШХ СПОССШССТЬЯ KA1JUICB связи и 

РАСПРЕДЕЛИ БIE ПСТСКОЬ

9 .1 . Постановка задачи

Э Л Л .  Проблема выбора пропускных способностей и оптимально 

го распределения потоков является одной из ключевых задач при 

решении общей задачи топологической оптимизации.

9 Л . 2. Данную задачу можно сформулировать следующим образом 

Даны:

топология сетей;

матрица информационных потоков А -  И А  у  II, 
матрица стоимостей аренды каналов между каждой парой узлов 

сет» С -  И Су И •
Требуется найти:

количество каналов связи в каждом соединении

величины потоков в каждом соединении (X,S = ),

так# чтобы:

? ? С « К ' . ' я м  Ш 6 )

при следующих ограничениях;

F-UfzsM удовлетворяет матрице A - I I A g ll i (П о)

задержка сообщения в любом виртуальном соединении

( i fJ  ) не превосходит заданной величины Тс :

TC j^ f c i <11*7)

величина потока в каждом соединении не должна пре­

восходить пропускной способности данного соединения:

f a *  Щ и ,
где ft  -  пропускная способность канала;

(Н Ь)
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в каждой вершине, в которую направлен некоторый поток, дол­

жно быть выбрано единственное направление, по которое/ он выйдет 

из вершины (условие 119).

9 .1 .3 . Под выборок пропускных способностей в данной постанов­

ке понимается выбор количества каналов связи в каждом соединении 

(ZtS ). Условие (116) означает условие сохранения потока в сети,

т . е . сумма всех потоков, входящих в каждый узел, равна сумме всех 

потокоз, выходящих из данного узла.

9 .1 .4 . Вместо условия (I17) обычно используется ограничение 

на среднюю задержку по всем виртуальным соединениям в сети. Одна­

ко ограничение на каждое виртуальное соединение более пал но отра­

жает требование ко времени реакции в системах реального времени.

9 .1 .5 . Ограничение Ш Ь ) означает, что величина потока в 

каждом соединении ( Z,$ ) не превосходит суммарной пропускной спо­

собности соединения, т.е.если В -  пропускная способность канала, 

то

9 .1 .6 . Условие (119) означает, что в сети используется мар­

шрутизация (способ выбора маршрута) с постоянными виртуальными 

соединениями, т.е .для каждой пары узлов сети должен быть выбран' 

единственный маршрут, по которое будет производиться передача 

пакетов каждого сообщения. Принцип виртуальных соединений в силу 

ряда объективных причин в последнее время получает все большее 

распространение, поэтому представляется необходимым включение ус­

ловия (119) в постановку задачи выбора пропускных способностей и 

распределения потоков.

9 .2 . Алгоритм решения задачи выбора пропускных способностей 

и оптимального распределения потоков

9 .2 .1 . Как уже отмечалось, для решения данной задачи не су­

ществует алгоритмов с полиномиальным временем решения. Поэтсцу
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используются различные эвристические подхода.

9 .2 .2 . Алгоритмы решения задачи ( И 5 Ы П 9 )  должны удовлет­

ворять следующим требованиям;

достаточная эффективность с точки прения затрат машинного 

времени на реализующую данный алгоритм программу, т.к.задача вы­

бора пропускных способностей и оптимального распределения потоков 

решается на каждом шаге общего алгоритма решения задачи топологи­

ческой оптимизации;

легкая адаптация к изменениям функциональных зависимостей, 

отражающих поведение задержки;

обеспечение достаточно хорошего решения с точки зрения бли­

зости к оптимальному.

9 .2 .3 . Анализ известных алгоритмов решения задачи (П 5 )-(Н 9 )  

показал, что наиболее подходящим, с позиции перечисленных требова­

ний, является алгоритм насыщения загруженных линий.

9 .2 .4 . Ниже дано описание модификации данного алгоритма.

Шаг I . Для всех nap ( i tj  ), имеющих прямой маршрут,распреде­

лить потоки по этим маршрутам. Полученные потоки в линиях связи 

обозначим через F,
Шаг 2. Определить минимальное число каналов связи так, чтобы: 

 ̂ - &

Шаг 3. Пары ( i 9J  ), для которых нет прямого маршрута, распо­

ложить в порядке убывания потоков V обозначить полученный 

список пар через о .
Шаг 4. Взять очередную пару ( t , j  и выбрать кратчайший

маршрут с наименьшей загрузкой.

Шаг 5 . ,  Направить весь поток А  у  по выбраинс\у маршруту.

Шаг 6 . Если все пары из &<£ рассмотрены, то перейти к шагу 7 , 

иначе к шагу 4.
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Шаг 7. Для каждой пары ( i 9j  ) выбрать число каналов так,

чтобы: Тс

Остановимся более подробно на содержании некоторых шагов*

9.2.5. Для описания кратчайших путей в графе могут Сыть ис­

пользованы известные алгоритмы Флойда, Данцига, Форда, Дейкстры. 

Анализ алгоритмов показал, что наиболее подходящим для решения 

задачи маршрутизации является алгоритм Дайкстры. Во-первых, этот 

алгоритм является наилучшим по количеству операций. Во-вторых, 

структура алгоритма позволяет легко адаптировать его для того, 

чтобы учесть различные особенности задачи маршрутизации.

9.2 .6. Описание алгоритма. Топология сети задана в виде связ­

ного неориентированного графа, каждому ребру которого сопоставле­

но положительное число, называемое длиной ребра (или несколько 

таких чисел). Длина пути из вершины ( в вершину J  -  это сумма 

длин ребер, входящих в путь. Путь, имеющий минимальную длш^, на­

зывается кратчайшим. Если длина ребра задается вектором, то длина 

пути также является векторной величиной. Тогда цуть &ij из с

в j  называется кратчайшим, если его длина лексикографически мень­

ше, чем длина любого пути из i в j  .

Рассмотрим задачу определения кратчайшего пути, если каждое 

ребро графа, задается двумя параметрами: единичной длиной; загруз­

кой Путь из t в j  считается кратчайшим, если он состоит

из наименьшего числа ребер; если существует несколько таких пу­

тей, то кратчайшим считается тот, для которого m a& prtV -/nui
Представим описание алгоритма нахождения такого кратчайшего 

пути из С в у .  В этом описании LAbEL(V) _ массив, в котором 

содержатся длины путей из i в V (число ребер) * Вначале 

LAbEL( L )=0 j ЕАЬЕЦу ) = для V# i , Массив /?£3(у) содержит

гпох р п у/ ? (nyfeStiy, Массив содержит номера вершин, вхо­

дящих в кратчайший цуть, т.е.вершиныj t PRED̂ )JPXEl>(̂ })r .. L
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составляют кратчайший путь из i в j  Перейдем к списанию алго­

ритма*

Шаг I . Положить для всех V/ i
LAbiUL)- ^>,Pkej)(vh  v , g t ^ v ) ~ o  ■, 
lA b U d h O

Шар 2. Пусть £~С и U~i
Шаг 3. Положить f - £ + j  Дпд всех вершин V таких, что 

LAbEL(V)>£ и U смежна с V. выполнить следующие действия: 

$*/nax(fi£S lu),P U V ) ,
если LA&EU^ > £  или #.ES(v)>S , то

LA bEU V U i, KS(V)=S , P / U J > (v b u  .

Шаг 4. Среди всех вершин, для которых LAfoLL(v)>o найти 

вершину W с наименьшим значением LA&CL .

Положить LAB£L(to)=-£ й UmW *
Шаг 5, Если U то STOP (кратчайший путь найден). Иначе 

переход к шагу 3.

9*2.7. Вычисление задержки сообщения в виртуальном соедине­

нии Тц , Если сообщение состоит из одного пакета, то?<>— 2L 7*/; ^
т (к) J *-< J 9

где f l y  -  длина виртуального соединения, / у  - задержка 

пакета на К -м участке. В реальных сетях передачи данных сообще­

ние состоит из нескольких пакетов, поэтому для вычисления 7/у* 

необходимо использовать белее адекватную формулу.

Многопакетное сообщение состоит из L пакетов (£<5* <21, при­

чем первые (1 -4)  пакетов полные (имеют максимальную .длину) и по­

следний пакет имеет длину, меныяуго максимальной.
/ , *rlf)

Врется пребывания полного пакета на К -м  участке 1

где. Wfi -  время отдания m  К -м участка (одинаково для пакетов 

любой длины); Т -  время передачи полного пакета (не зависит 

от номера участка). Время пребывания последнего (неполного) пакета



д м . я . д с н в .  ъ .а .,см « ю з
и тМ , ,

на К-м участке <к “  WK + > . Пусть К 0~ номер участка виртуаль­
ного канала, для которого справедливо неравенство:

W K 0 - W n g  > < П ц - к аЮ т- 1 и ) ),
тогда заде раса много пакетного сообщения определяется следующим 
образом:

fljj .н)
К о*Н ) rT 4

Среднее время задержки сообщения находится по форафгле:

Т д - ^  н к * 1 $ К о  (Lc-4 )+ T w,(Lc +К0 - г )  +

♦■(ft.y-tfoWjT0 ! р г ,
где ~ доля еднопакетных сообщений;

( I > - доля многопакетных сообщений;

l c  ~ cPe^ iee число пакетов в многопакетном сообщении;

Т$ -  время передачи пакета со средней длиной,

9 ,3 . Нижняя опенка стоимости решения задачи выбора пропускных 

способностей и распределения потоков

Э .З Л , Сняв некоторые ограничения в постановке задачи (II5 )-  

( П Э) > можно перейти к следующей постановке* которая позволяет 

получить аналитическое выражение оптимальной стоимости*

Даны:

Ы  -  стоимость канала в к-м соединении;

л - щ \  -  матрица информационных потоков;

5 -  пропускная способность канала связи;

топология сети;

S  -  средняя длина пакета,
г

Требуется найти:

количество каналов в к-м соединении ы  *
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величины потоков в к-м соединении 

так, чтобы: м

1 4 *

{ ( * )

min

ы

4 м
Z

/*
1 т о к  .

( 120)

( Ш )

(122)
К j  м

Как видно из постановки (120)-(122) ,здесь снято условие 

сохранении потоков и условие целочисленности IJK .
Используя метод множителей Лагранжа и учитывая, что f z X K } 

г д е  ,

пути иэ i  "  в J ' , получим:

Л  _ Л ■ п  Л
*-/т'п~ " 7} г г

п. - длина кратчайшего

где р л является решением следующего уравнения:

zA T m ax. (123)
К Ьрг’С*

Величина может быть найдена любым методом одномерного

поиска, например» методом Фибоначи.

9.3.2* Полученная оценка может быть улучшена, если учесть, 

что ^ * В ©том случае способ определения нижней опенки

стоимости состоит из 2-х шагов. На первом шаге определяется мак­

симальная производительность сети, если число каналов задано.

Убрав условие сохранения потоков и используя метод множителей Лаг­

ранжа,. получим, что максимальная производительность сети равна:

W - t )
Если Л > Д  , то Стйг!к> С

*  у

-min -  2 1 е *■ +
К*4

. Если А ^ Я

fA-AVft. *
й ------ У**

то ниж­

няя оценка стоимости где



Р Т М  25 212-Э6 ч . З  С т р Л О Б  
в н о в ь  о п р е д е л я е т с я  п о  ф о р м у л е  (123).

10. РВДИШ О ЩЕЙ ЗАДАЧИ ПАХСЭДЕНИЯ ОПТИМАЛЬНОЙ ТОПОЛОГИИ, 

ВЫБОРА ПРОПУСКНЫХ СООООЕНОСШ И РАСПРЕДЕЛЕНИЯ ПОТОКОВ

Ю Л .  П о с т а н о в к а  з а д а ч и

Ю Л  Л .  Приведем формальную постановку задачи т о п о л о г и ч е ­
ской оптимизации в следующем виде. Известии:

матрица стоимостей аренды каналов С *  1,^* 1А/ i

N  - число узлов сети;

м а т р и ц ы  и н т е н с и в н о с т е й  и н ф о р м а ц и о н н ы х  п о т о к о в  А -  *
о г р а н и ч е н и я  н а  с в я з н о с т ь  с е т и  - К  *,
о г р а н и ч е н и я  н а  д л и н у  м а р ш р у т о в  ( п р я м о г о  и  о б х о д н ы х )  -
Ъ , Ъ г ;

п р о п у с к н а я  с п о с о б н о с т ь  к а н а л а  с в я з и  - В  #
Т р е б у е т с я  н а й т и :
т о п о л о г и ю  с е т и ,  т . е .  г р а ф  О о  с  м а т р и ц е й  с м е ж н о с т и
А°= W aq II;

к о л и ч е с т в о  к а н а л о в  с в я з и  в  к а ж д о м  с о е д и н е н и и  ( г  , $ )
У=  11,1. И ;

F « » Mв е л и ч и н ы  п о т о к о в  в  к а ж д о м  с о е д и н е н и и  ( 2 , 5 )
т а к и е ,  ч т о  # #

£  — ’ men (124)
п р и  о г р а н и ч е н и я х :

6 о -  К  - с в я з е й ; (125)
3)(§о)~ Di ( К б )
Э ( б о " Л ) - 1 ) г  и  D(G0-e )^ D a ; (127)

F- Hf II у д о в л е т в о р я е т  м а т р и ц е  llAij- || ; (128)

'fu -  В  у м  ; (129)
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I? и^щдой верш ине, f  которую н ап р авл ен  Пи1ч ж , должно б ы  ь 

выбрано единственное направление, т> к с л о р м у  он выйдет из верши­

ны (условна 130);

задержка сообщения в любом виртуальном сеч-допиши ( l t j  ) 

не превосходит заданной величины ; $ Тс * (131)

1 0 .2 . Метод декомпозиции

10.2 Л .  Наиболее простым подходом к решению задачи ( 3 2 4 M I 3 I )  

является последовательное применение алгоритмов дли ращения з а д а ч  

(104)— (107) и (II5-II9), d общем случае такой подход может привес­

ти к весьма приближенным решениям. Однако мокн^ выделить ситуации, 

в которых применение этого способа нкгет смысл. Во-первых, если 

после решения задачи топологической оптимизации таким способом, 

число каналов ^  =1 для всех ( I . J  ), та полученное реше­

ние, очевидно, является оптимальным: Во-вторых, как уже отмечалось 

на ранних этапах создания сети, подробная информация о матрице 

информационных потоков может отсутствовать. Тогда получ ен ное реше­

ние является вполне приемлемым. В любом случае данный п о д х о д  дает 

верхнюю сценку стоимости- сети, что в совокупности о нижней оценкой 

стоимости (способ ее получения указан в разд.Ь) является чрезвычай­

но полезным на предпроектной стадии создания сети.

10.3. Комбинаторный подход

10.3Л .  Комбинаторный алгоритм решения общей задачи топологи­

ческой оптимизации аналогичен алгоритму решения задачи синтеза то­

пологической структуры по критериям стоимости к надежности.

Здесь также вначале определяется нижняя граница числа ребер И  min.

Дяя заданного числа узлов N и ребер М -  тСП
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исследуются все графы* удовлетворяющие ограничениям (125) ~ 

(131). Для каждого такого графа решается задача выбора пропуск­

ных способностей и распределения потоков. Граф 0$ , для кото­

рого эта задача дает наименьшую стоимость, запоминается в качест­

ве оптимального решения. Затем число ребер М увеличивается 

на I и процесс продолжается»

Б атом алгоритме вновь больщую роль играет нижняя оценка 

стоимости графа* на основе которой построены критерии прекраще­

ния работы алгоритма и пропуска областей " неперспективных * ре­

шений.

10.3.2. Остановимся более подробно на способе получения 

нижней оценки стоимости. Оценка, полученная способом, описанным 

в разд.8, является в данном случае заниженной, так как она не 

учитывает проходящих по сети информационных потоков, и , поэто­

му, эффективность критериев остановки алгоритма и пропуска ре­

шений будет невысокой.

Определение нижней оценки стоимости сети из А/ узлов иМ 
ребер осуществляется в соответствии с раэд.9* Эти результаты 

получены в предположении, что топология сети задана, тогда как 

в данном случае топология не известна. Дня того, что<&* исполь­

зовать выражение (123) для вычислений нижней оценки определим, 

какие топологические свойства используются в задаче (120)4122}. 

Во-первых, необходимой информацией для этой задачи являются 

стоимости каналов связи. Однако эти данные не связаны с топо­

логией сети. Единственным параметром, зависящим от топологии, 

является средняя длина пути Я • При отсутствии матрицы смеж­

ности, описывающей топологию, величину Я вычислить невозмож­

но, однако, можно определить нижнюю оценку Я *
Расположим все потоки А  у  в порядке убывание* Обозначим 

через б  сумму первых <?М потоков. По определению,



Ct d . 108 РГМ 25 212-86 ч.З

графа из N  вершин и М  

и дяя остальных —^— - - 2 М

пар П д . Тогда

П * г - 6 / А .  (132)

Нихняя граница стоимости сети с М ребрами с учетом инфор­

мационных потоков может быть получена в результате работы еле* 

дующего алгоритма.

Шаг I .  Определяет 2М ребер с наименьшей стоимостью. Для 

етого  решается задача ( П 0 Ы П 2 ) .

Шаг 2 .  Определяется нижняя оценка

П % 2 - 6 / Л .
Шаг 3 .  Определяется решение задачи ( 1 2 0 ) - ( 1 2 2 ) ( с м .п .9 .3 .2 ) .

Z 0 .3 .3 .  Остановимся на способе первоначального расположе­

ния ребер. При решении задачи (1 0 4 ) - (1 0 7 )  все  ребра ранжируются 

в  порядке убывания потоков Ад и , если разница между потоками 

незначительна, то в порядке возрастания стоимостей.

1 0 .4 .  Свойства алгоритма и способы повышения его  

быстродействия

1 0 .4 .1 .  Эксперименты, проведенные с  комбинаторным алгорит­

мом для числа узлов М - 6 , 7 , 8 ,  показали, что для получения оп­

тимального решения требуется не более Ъ% от общего числа итера­

ций. Остальные итерации тратятся на доказательство оптимальности 

решения.

При просмотре допустимых решений целевая функция, как пра­

вило, резко ухудшается. Эти свойства алгоритма можно использо­

вать для повышения его быстродействия, не снижая при этом точ­

ности подхода. Для этой цели после нахождения локального опти­

мума, меняется порядок проверки ограничений ( 1 2 6 ) - ( 1 3 1 ) .  Теперь,

А д / А  . Дяя любого 

ребер для <?Л| пар (< , i )  n ,j =4
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при исследовании очередной структуры, вначале определяется 

нижняя оценка стоимости; если эта оценка хуже текущего значе­

ния оптичума, то данная структура о твер гается ; тем самим не 

тр атятся вычислительные ресурсы на проверку условий ( I 2 G ) - ( I 3 I ) ,

1 0 .4 .2 .  Эвристический подход. На основе комбинаторного ал­

горитма можно использовать приближенные алгоритмы, использующие 

эвристические правила прекращения поиска решений.

Во-первых, неясно установить заданное число итерадей DC , 

используя сэойство нахождения оптимального решения в  51% облас­

ти допустимых решений: У в - С м Ь %

Во-вторых, можно использовать правило о стан о ва : поиск з а ­

канчивается, если з а  п. шагов поиска 3  (п )  ^  ,  гд е

£  -  выбранный порог, а  $ ( п )  -  определяется по формуле:

S ( h ) =■ {  | C f, укГ^- iS / C i  V  ^ 0 0  , где

Ct  -  оптимальная стоимость на i  -й  итерации; Q   ̂ки - оптималь­

ная стоимость на ( С  ♦ И ) -й  итерации. Выбор и . производится 

в зависимости от выделенного на поиск времени, и , наконец,усло­

вие поиска абсолютно-минимального решения можно заменить на 

условие поиска приближенно-оптимального решения. Ранение С С 

является приближенно оптимальным, если 1<ч,-С0 |£ 6 - e t‘ , гд е  

£  -  заданная погрешность решения.

1 0 .5 .  Пример реализации

1 0 . 5 . 1 .  Рассмотрим результаты использования комбинаторно­

го  алгоритма для си н теза топологической структуры, выбора марш­

рутов и 1фопускноЙ способности каналов связи фрагмента сети  п е­

редачи данных системы "Сирена".

1 0 .5 .2 .  Исходные данные, приведенные в р а з д .8 . 6 . ,  в р ас­

сматриваемом случае необходимо дополнить ограничением на с р е д -
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нее время доставки пакетов Т л^ . 2 ,3  с и матрицей входных по­

токов ь соответствии с табл. 9 .

Таблица 9

Матрица входных потоков (баЯт/с)

{ Москва |Ленинград| Киев {Свердловск* Минск

2 . Москва - 2 7 ,3 3 6 3 ,9 6 2 7 ,2 9 1 4 ,5 4

2 . Ленинград 2 5 ,1 0 - 8 ,8 4 4 ,2 0 3 ,7 0

З.Киев 3 9 ,4 0 9 ,5 9 - 3 ,3 9 1 0 ,9 0

4 .Свердловск 2 9 ,7 5 3 ,7 3 3 ,9 6 - 0 ,5 3

5 .  Минск 6 ,1 4 б ,56 7 ,1 6 0 ,5 3 -

1 0 .6 . 3 . В результате работы алгоритма получена топологи­

ческая структура сети, представленная на черт.8 , и список опти­

мальных основных и резервных маршрутов (та б л .1 0 ) .

1 0 .5 .4 .  Суммарная стоимость годовой аренды каналов связи 

найденного оптимального варианта топологической структуры сети 

составляет 972360 руб/год, что на 315360 руб/год превышает сто­

имость оптимальной сети, полученной в р а зд .8 .6  без учета огра­

ничения на время задержки потопов.

2 1 . РАСЧЕТ БУФЕРНОЙ ПАМЯТИ В УЗЛАХ СЕТИ КОММУТАЦИИ 

ПАКЕТОВ

1 2 .2 .  Буферная память в сети коммутации пакетов. Общие 

положения

I I . 2 .1 .  Среди многочисленных проблем создания сетей ЭВМ 

важное место занимает вопросы буферизации. Передача информации 

осуществляется в таких сетях с промежуточным накоплением в у з­

лах коммутации (УК), используя, как правило, метод коммутации 

пакетов (сообщений). Такой принцип передачи информации опира-
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Таблица IU

Основные и резервные маршруты 

передачи ин|ормации

'‘Основные маршруты Резервные маршруты

I -  3 I - 4 - 2 - 5 - 3

I г - 4 I - 3 - 3 - 2 - 4

1 - 4 - 2 I - 3 -  5 -  2

1 - 3 - 5 I -  4 -  Ь -  2

2 - 5 - 3 2 -  4 -  I - 3

3 -  Ь 3 -  I  -  4 -  2

2 - 5 2 -  4 -  I  -  3

2 - 4 2 -  Ь -  3 -  I

3 - 1 - 4 3 -  Ь -  2 -  4

4 - 2 - 5 4 -  I  -  3 -  5

Топологическая структура сети

Минск

Средняя задержка пакета в сети -  2,1 с

Черт, В
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атся, прежде всего, ца наличие буферной памяти в каждом УК базо­

вой сети передачи.

I I . 1.2 . В современных УК на базе мини- т ы  микро-ЭВМ для бу­

феризации используется весьма ограниченная область оперативной 

памяти, поскольку последняя является дефицитным ресурсом, необхо­

димым для программного обеспечения УК -  операционным и рабочим 

программам, программам, реализующим многочисленные сетевые про­

цедуры, измерения, диагностику неисправностей а т .п .

11,1.3. Процессы приема и передачи сообщений в УК существен­

но зависят от объема буферной памяти, структуры ее организации и 

режимов использования. Как правило, применяются структуры, в ко­

торых буферная память, разделенная на участки (буфера), является 

обет# ресурсом доя всех каналов передачи УК, а поиск свободного 

буфера осуществляется лишь в момент появления запроса на него.

I I . 1.4. Размер буфера может определяться максимальной длиной 

пакета (сообщения) иди быть меньше ее. В первом случае пакет 

полностью размещается в одном оуфере. Во втором -  для приема ин­

формации сообщений динамически выделяется цепочка буферов, и, 

при большом разбросе длин сообщений, память, используется эффектив­

нее. В узлах сетей коммутации пакетов (КП) традиционно использу­

ется первый способ организации памяти в виде пула идентичных 

равнодоступных буферов, каждый размером на пакет.

I I . 2. Упрощенный предщроектный расчет буферной памяти

11.2 .1 . Для предварительной оценки необходимой буферной па­

мяти в узлах сети Ш  может быть использована модель сети в пред­

положении неограниченного числа мест для ожидания в УК.

11.2 .2 . Сеть характеризуется топологией каналов связи с за­

данным набором V  маршрутов и соответствующими интенсивностями 

потоков поступления Лу(1Г=* V,V ) в сеть.

11 .2.3 . Анализ, основанный на предноложении о независимости 

распределений длин пакетов, передаваемых различными каналами
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сети, использует представление каждого канала передачи в виде 

системы массового обслуживания типа M/M/I с пуассоновским пото­

ком поступления пакетов и экспоненциальным распределением вре­

мени передачи пакета по каналу.

II. 2.4 . Интенсивность пуассоновского потока в С -  й канал, 

пропускной способности С i  (пакет/сек.), определяется потоками 

набора V( C V  маршрутов. проходящие через данный канал и равна'.

• . (133)
11.2 .5 . Среднее число пакетов в очереди к I -му каналу

(включая передаваемый по каналу) определяется выражением:

(134)

где pt'=ytTi t li=Lrx./C i , -  средняя длина пакета переда­

ваемого в сети КП.

11.2 .6 . Упрощенная оценка требуемой буферной памяти в J  — м 

УК сети Ш  с Hj выходящими каналами связи может быть подучена

” ” ле: O j = ( ^ , ni ) U ,  ,:r3S>

где L B -  размер буфера, определяемый максимальной длиной пере­

даваемых по сети пакетов.

11.2 .7 . Сценка (135) ноевт ориентировочный характер и должна 

уточняться на дальнейших стадиях проектирования сети КП представ­

лением каждого УК сети в виде модели массового обслуживания с 

ограниченным числом одновременно существующих в УК пакетов.

II .3 . Процесс буферизации в узле коммутации пакетов

11.3 .1 . В узле коммутации с большим числом каналов связи 

ограниченная буферная в виде пула идентичных буферов обеспечи­

вает параллельное обслуживание нескольких пакетов различных мар­

шрутов, ароходяпих через УК.

11.3.2 . Процесс буферизации пакета в УК носит многоэтапный 

характер. Входяций в узел пакет записывается в буферную петлять
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со скоростью канала передачи данных. Затем обрабатывается про­

цессором узла, выполняющим требуемое обслуживание пакета и ол- 

ределявдим направление выдачи, и перелается по каналу ь выходя­

щем из УК направлении.

И . 3 .3 . Копия принятого в УК пакета хранится в буферной па­

мяти до получения квитанции АСК ( Q cknc& h(jm tnt  -  логичес­

кое подтверждение) о безошибочней доставке пакета адресату или 

промежуточному узлу.

11.3 .4 . Отсутствие АСК в течение определенного интервала 

времени ТО {tim e'O ld  ) или получение отрицательной квитан­

ции N АСК о неудачной передаче вынуждает повторить передачу 

сообщения по выходящему каналу в направлении адресата.

11.3.5. При отсутствии места в буферной памяти входящий ь 

УК пакет получает отказ, что приводит к изменению маршрута иди 

периодическому повторению запроса. Следовательно, поступивший ь 

узел пакет занимает буфер в течение следующих интервалов време­

ни:

ввод в УК -  запись в буферную память со скоростью канала;

ожидание к очереди на обработку в процессоре;

обработка в процессоре;

ожидание освобождения канала связи в направлении выхода из 

УК;

передача из УК по выходящему каналу связи;

ожидание квитанции АСК об удачной доставке с возможным пов­

торением этапа 5 по истечении интервала ТО или получении отри­

цательной квитанции N АСК.

11.3.6. Пакет освобождает занятую им память после выполне­

ния всей последовательности этапов. Многоэтапной процесс прохо­

ждения пакета через УК порождает шогофазность соответствующих 

моделей массового обслуживания дан анализа характеристик узла.
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II .4, Модель узла коммутации

11.4Л . Учитывая все стадии процесса буферизации в узле 

коммутации пакетов, расчет буферной памяти требует анализа 

многофазной системы обслуживания.

II .4.2 . Основываясь на предположении о независимости узлов 

сети, пуассоновском характере входящих в УК потоков пакетов , 

узел с ограниченной буферной память» может быть формально пред­

ставлен в виде открытой сети СМО с отказами, блокировкой и пуас­

соновскими потоками поступления пакетов V маршрутных классов с 

интенсивностями Ац- ( i f -  1,1/) (черт.9). Интенсивности общего

пакетов класса1% сети С НО после обслуживания в центре 1в центру ♦ 

Вероятность входа пакета класса If в сеть СШ через центр С \

11.4.4. Первым в сети является много линейный центр обслужи­

вания "Память". Число приборов здесь равно числу идентичных бу­

феров памяти Н; очередь отсутствует. Время обслуживания прибором 

в этом центре равно времени передачи входящего по каналу связи 

пакета.

11.4.5. Во втором однолинейном центре "Процессор" время 

обслуживания равно времени обработки пакета в процессоре УК. 

Дисциплина обслуживания очереди здесь; первым пришел -  первым 

обслужен ( FC F5 )•

11.4.6 . Выделим группу из Н центров, формализующих работу

Н выходящих каналов УК. Пакет маршрута V  , обслуженный во вто­

ром центре е вероятностью Р2 ; ( iO  ( / * 4М ) поступает на
* ° и

потока поступлений

I I . 4 .3 .  М арш рут^представляет вероятности перехода (и )

обработку Ч  — й центр группы выходящих каналов
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Модель узла коммутации

Г
I

(i-6H(u)\
Выходное Логические
каналы подтверждения

отмена блокировки приборов центра ".Ламять"

Черт. 9
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Дисциплина обслуживания очередей s  центрах этой группы -  FCFS.

I I . 4 . 7 .  П а к е »  маршрута У  , проведшие обслуживание 

в j  —м центре упомянутой группы с  вероятностью ( I  -  Су (lr) )  
поступают в соответствующий центр "АСК", формализующий ожида­

ние логического подтверждения передачи по каналу J  . Число 

приборов в центре "АСК" равно У, очередь о т су тству ет , сред­

нее время обслуживания пакета класса V* -

I I . 4 .6 .  В противном случае е вероятностью b j  (V ) эти 

пакеты поступают в центр "ТО", формализующий задержку "tf.H K ’-  

Q u t " ,  после которой осуществляется повторное обслужива­

ние пакета в j  -м  центре группы выходящих каналов. Число 

приборов зд есь  также равно У  ; очередь о т су тству ет , средняя 

задержка пакета класса 2Г — (IF),

1 1 .4 .9 .  Прибор центра "Память" после окончания обслужива­

ния пакета блокируется (не освобождается) до те х  пор, пока не 

завершится обслуживание пакета в одном из центров "АСК". 

Пакеты, поступающие в сеть C IL ,могут получать о т к а з , если в 

момент их появления все приборы центра "Память" заняты обслу­

живанием или блокированы.

11 .4 .1 0 .  Для анализа характеристик УК используется модель 

узла в виде локально-сбалансированной сети СМО. При этом вся  

сеть включает лишь два типа центров: с дисциплиной обслужива­

ния очереди FCFS  и без очереди. Время обслуживания в 

центрах с  очередью FCFS  подчинено экспоненциальному 

распределению с  единвд средним для всех классов п акето в.

1 1 .4 .1 1 .  Центры второго типа эквивалентны центрам с  б е с ­

конечным числом приборов. В них время обслуживания имеет про­

извольное распределение с  конечным средним, допускающее раци­

ональное преобразование Лапласа.
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II .4.12. Стационарные вероятности состояний такой сети 

СМС имеют мультипликативную форму, позволяющую эффективно вычис­

лять разнообразные характеристики УК.

11.5. Характеристики узла коммутации и выбор буферной 

памяти в уздах сети

I I .5.1. Для эффективных вычислений характеристик узла комму­

тации укрупненные состояния сети СМО модели УК из М центров об­

служивания могут быть описаны вектором , Л М ),

где -?• О -  общее число пакетов всех маршрутных классов в 

центре I . Допустимое множество состояний сети СМС

= { Q : «г > 0 , £ п ( 4 # } .

II*5*2* Стационарные вероятности локально-сбалансированной 

сети СИ) имеют мультипликативную форму;

Р ( Ы = & ,( И  Л  F i ( n J ,
pfi м

где Fi t Hi. )» ~7Г ч для "i -  N приборов обслу-
)

живяния в центре I .

atfaib
Г /1с ! при

t f J V  V при hiy'fii ,

РгТ  ptV , PirCiMKfVur интенсивность

обслуживания пакетов маршрутного класса V  в центре £ ).

I I .5.3. Значения (?£ (v )  определяются из системы урав­

нений:

1=4,П, V=4,V)
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Нормализующая константа определяется выражением:

W ) = z  n M " i ) .
2£fc.N

I I .5.4. Отказ приема пакета в буферную память УК определя­

ется занятостью всех N приборов центра ’’Память” сети 

CW0 модели УК. Вероятность отказа выражается через нормализую­

щую константу G M в виде:

W - i )
ш  •

( 136 )

I I .5.5. Зависимость вероятности отказа от количества буферов 

N в локально-сбалансированной модели УК позволяет оценить 

сверху требуемый объем буферной памяти при допустимой вероятное-
Р кХ)

ргк приема пакета в память УК.

I I .5.6. Основные расчетные соотношения для УК с ограничен­

ной буферной памятью легко выражаются через нормализующую конс­

танту С- ( Ы), табл. II. В табл. II введено обозначение(rfy) 
-  нормализующая константа сети МО без центра t  с р 
приборами центра "Память". Для вычисления Q-( (у) полезно 

использовать рекуррентные соотношения:

при начальном условии £ t* (0) = I.

11.5*7* Выбор требуемой буферной памяти в узлах сети КП 

осуществляется для допустимой вероятности отказа % приема 

пакета в узлы сети. Для каждого УК сети последовательным измене­

нием N  отыскивается минимальное N * , удовлетворяю­

щее неравенству ( * ' ) *  Р т  .
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Таблица I I

Основные расчетные соотношения для узла коммутации 

с ограниченной буферной памятью

Характеристика [Однолинейный центр [ Кгоголинейный центр

Распределение 

числа сообще­

ний в центре 

модели УК

Ь\Н)

- f r W - n - O ]

Среднее число 

сообщений в 

центре модели 

УК

Пропускная спо­

собность центра 

модели УК

Л1 G{N-4] л _  
GIN) 2  А»

v - 4

Сред нее в р е т  

пребывания паке­

т а  в центре мо­

дели УК

Т ^ п ( / у 1

Пропускная спо­

собность УК
у = Х * Ц М - 4 \ / Ш \

Среднее время 

пребывания па­

кета  в УК

T = Z  n ‘f y
1*4 J
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1 2 . ХАРАКТЕРИСТИКИ СЕТЕЙ КОММУТАЦИИ ПАКЕТОВ С 

(НРАШНйШОЙ БУФЕРНОЙ ПАШГГЫ) В УЗЛАХ

12Л .  Способы квитирования передачи в сетях  коммутации

пакетов

1 2 .1 .1 .  Надежная передача данных в сетях КП обеспечивается 

протоколами различных уровней. Причинами неудачной передачи па­

кетов на линейноы, сетевом и транспортном уровнях могут быть 

сбои в каналах связи , узлах коммутации, в программном обеспече­

нии, реализующем соответствующие протокольные уровни, а  также 

ограниченность буферной памяти в узлах коммутации.

1 2 .1 .2 .  Для повшения надежности передачи в сет я х  используют 

механизм квитирования, предусматривающий, в частности, возмож­

ность повторной передачи недоставленной информации. Различают 

локальные повторения -  из смежных УК сети , и сквозные -  из HOST 

ЭШ (главных вычислительных машин) сети .

1 2 .1 .3 .  В первом случав копия пакета сохраняется в  передаю­

щем УК до получения положительной квитанции АСК об успешной дос­

тавке пакета соседнему узлу . При сквозных повторениях копии 

пакетов или целиком сообщений хранятся с НВДГЭВМ, не з а ­

нимая памяти в УК сети .
1 2 .1 .4 .  Повторная передача инициируется либо при получении

отрицательной квитанцией N  АСК о недоставке п акета, либо по

окончании времени ожидания ТС (tifT W -O ut  ) положительной 

квитанции АСК.

12 Л . 5 .  Протокол сквозных повторений отличает п р остота ре­

ализации, исключение блокировок передачи и з -за  занятости  буфер­

ной памяти УК, отсутствие копий пакетов з УК и предотвращение 

распространения перегрузки на соседние узлы сети . Времена дос­

тавки пакетов в сети с  небольшим числом переприемов для локаль­

ных и сквозных повторений практически не отличаются. С увели че-
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низы длины маршрутов более сложный в реализации протокол локаль­

ных повторений дает меньшие задержки по сравнению со сквозными 

повторениями.

12.1.6. Выбор типа повторений недоставленных пакетов опре­

деляется особенностями сети КП и осуществляется на основе анали­

за характеристик сети с учетом ограниченности буферной памяти 

в узлах.

12.2. Модель базовой сети передачи данных

12.2.1. Для анализа характеристик сетей КП с локальными и 

сквозными повторениями рассматривается модель сети из W  

узлов кошутацией с заданной топологией каналов связи между ними. 

Сеть обеспечивает передачу пакетов между HOST ЭВМ, исполь­

зуя V виртуальных соединений (маршрутов), определяемых 

парой HOST : отправитель-адресат.

12.2.2* С кажддо УК связана одна обслуживаемая им HOST» 
поэтому маршрутный класс может быть задан в виде V? 3, 
где . номера соответственно HOST СУК) - источника

и Н0$Г (УК) -  адресата ( SA = 4 , S £ t ).
12.2.3. Узел L ( ( — 4,W  ) в качестве основных элемен­

тов включает в себя процессор, обслуживающий подключенные к УК 

каналы передачи, и N[ равнодоступных буферов, каждый разме­

ром на пакет. Модель сети КП определяется следующими допущениями.

12.2.4. Каналы связи абсолютно надежны и помехоустойчивы. 

Канал между узлами К и i , определяемый парой ( К, С ), 

имеет пропускную способность С#( f KfL=0,W. Канал ввода в С -й 

УК из Н0$Т~ ( 0 , 1  ), соответственно вывода из I -го УК

в H O S T  { 1 , 0  ) .

12.2.0. Бремя передачи пакета по каналу ( К , « ) имеет
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экспоненциальное распределение со средним - l-n  /С $1  , 

где L p  -  единая для всех маршрутов средняя длина пакета.

12.2.6. Справедливо предположение Клейнрока о независимос­

ти длин пакетов, передаваемых по различным каналам сети.

12.2.7. HOST ЭЬМ ( включая канал связи с УК) представляет­

ся однолинейньм центром обслуживания типа М /Н /1 с  неог­

раниченной очередью на входе и средним временем обслуживания

jbrf* W c 0t , .

12.2.8. Пуассоновский поток пакетов класса ТГ (внеш­

ний поток в сеть) поступает в S но ГШ с интенсивностью 

A* f lr= 4, V ) . Все внешние потоки статистически независимы* 

Интенсивность суммарного внешнего потока з сеть А -И  Л ^  .
_%=4

12.2.9. Маршрутизация пакетов класса IT ( 1Г~ у  ) зада­

ется марковской неразложимой матрицей Pftr)= HP**'

где Р Kt‘ -  вероятность передачи пакета класса ZT из

узла К  в узел i (s  P*i 0  * Пакет класса 1г завершает 
I*0 „ х

обслуживание з сети, покидая ее из л * 1- I -го УК цо каналу 

( i f0 ) в HOST -  адресат. Такая матрица описывает различ­

ные методы маршрутизации. В частности, при фиксированной маршру­

тизации вероятности Р к(^ г)  состоят из 0 и I для всех

K'i'Zr .

12.2.10. Потоки пакетов класса Ъ* в  ̂ -ю HOST
и I -й УК с интенсивностями соответственно и A itr

( ) ?r~4f¥ ) считаются пуассоновскими. Для локальных и

сквозных повторений потоки в УК образуются суперпозицией потоков 

от смежных УК и от своей HOST . Потоки в HOST для 

локальных повторений -  суперпозиция внешнего потока и повторения 

непринятых в сеть КП пакетов, для сквозных - внешний поток - и 

повторения недоставленных сетью пакетов.
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1 2 .2 Л I .  Задержки, связанные с  передачей АСК, не учитывают­

с я ,  т а к  как АСК могут включаться в пакеты данных образного направ 

лен и я.

1 2 .2 .1 2 .  Допущение п . 1 2 .2 .1 0  модели сети  д ает аппроксимацию 

необходимую для выполнения математического анализа, сети  КП с  

учетом  многоэтапного процесса буферизации в УК (см . раз дел I I ) .  

Анализ основан на декомпозиции сети  на отдельном УК с последующим 

объединением результатов в балансе интенсивностей потоков. 

Характеристики каждого УК определяются из анализа мультипликатив­

ной сети  Q10 модели УК (раздел I I . 5 ) для маршрутных классов па­

к е т о в , проходящих через данный у з е л . Такой подход д ает наиболее 

точные результаты при малых вероятностях занятости памяти УК.

1 2 .3 .  Анализ сети с  локаяьнш и повторениями недоставленных 

п акето в

Z 2 . 3 . I .  Уравнения баланса интенсивностей потоков для сети 

КП с  локальньми повторениями имеют ви д:

AiUr-Z лкгг'МАк) Рк1^)+8'(гг̂ А.,г+Д{гг(<-^(А())]) ( 137 )
Ыл/# , irs[s,i],

гд е  Л / у . интенсивность потока пакетов маршрутного класса

V~ в i  -й  УК, Л * * ( * ц | (ЛМ|

э . м 4 1дая  l ’ s
[О  иначе

стационарная зероятность наличия свободного буфера в 

К —м узле коммутации.

1 2 . 3 .2 ,  Вероятность:

4 — Р{)тя,к=  V G * (№к)

определяется из формулы ( 1 3 6 ) .  З десь А/i< -  одело буферов у зл а ;



р щ  25 2 1 2 -8 6  ч .З  С Т Р.125

К , нормализующая константа с е т  СЮ м о д ем  э т о го  УК.

Влияние локальных повторений и з -з а  занятости смежных УК утапты­

вается  при вычислении (тд^к.) условием b jlv ) -1 -^ (^ ')  ( j 

о предел лощим вероятности перехода в сети СМО модели К -го  УК.

1 2 .3 .3 .  Стационарность очереди в ь — й HOST оп ределяется 

условием :

(<  = Г л Н  <1ЭВ>

где Xoj=Z Л = A ^ + A Str((-<%

1 2 .3 .4 .  Система нелинейных уравнений (1 3 7 )  реш ается мето­

дом простых итераций с  подстановкой при начальном услови и :

Й й . • » A / J  )  ( _  где A jV =  Х & М .

Допустимость исходами A ir ( v * i ,V )  для конкретной сети  КП 

проверяется сводимостью итераций к решению Aj*^ (i*i,W ,V=4,v) 

и выполнением условия (I3 B )  для решения A * v  . Интенсивности 

А (Г  позволяет получить требуемое характеристики

сети  КП.

1 2 .4 .  Анализ сети  со  сквозными повторениям! недоставленны х 

пакетов

1 2 . 4 . 1 .  Уравнения баланса интенсивностей потоков с  со ­

хранением обозначений раздела 1 3 .3  в этом случае имеют ви д:

Л » -“Г  * ,/ « № ,№ ( < » ) ♦  / £ А ( (  - М  х  „ ) ) ] .  (1 3 9 )
£*4 К-4

1 2 . 4 .2 .  Стационарность очереди I -ой HOST о п р еделяется

условием : X0i < / *o i , (1 4 0 )

1 2 .4 *3 *  Система (1 2 1 ) решается методом простых итераций с



подстановкой при начальном условии Ai- (А*/,■ ■■,* (ъ ), 

Допустимость исходных А*г( «I, V ) проверяется, как и ранее, 

сходимостью итераций к решению V- ,̂y} и вьглолне-

мнем условия (140) дяя решения

и вылолне-

12*4*4* Анализ большой сети КП (большое число УК, каналов 

передачи и маршрутов) ограничивается ее размерностью* Это огра­

ничение наиболее существенно для сетей с альтернативными марш­

рутами, когда зависимость числа путей передачи от количества 

узлов сети имеет экспоненциальный характер. Для ориентировочной 

оценки характеристик сети в этом случае может быть использована 

модель сети КП со случайной маршрутизацией однородных пакетов* 

12*4*5. Пакеты иг вневиего пуассоновского источника с ин­

тенсивностью распределены по HOST с вероятностью . ф -—  w
(< -W i 21PDt =4 } , Пакет, принятый в узел к , передается в 

увел i с вероятностью Р*< {K*i,  < ~4,W, 2Z  Ркt *-* ) или 

завершает обслуживание в сети, покидая ее из данного УК в связ-
W

ную с ним ГВ11 по каналу (К,О ) с вероятностью £jfC~S-Z РКо.
12.4.6. Пакеты, получившие отказ в приеме в К -  й УК, 

передаются на вход сети для повторной передачи, поступая вновь

остальном все допущения модели сети (раздел 12.2) сохраняются 

и в данном случае.

12.4.7. Уравнения баланса интенсивностей потоков дяя сети 

с однородными пакетами имеют вид:

12.4.8. Стационарность очереди в I - . й HOST определяется

в очередь i -  й HOST с вероятностью В

условием
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1 2 .4 .9 .  Система (1 4 1 )  решается простыми итерациями с  под­

становкой при начальном условии Л[°! ~ А 0Р0( и допусти­

мой нагрузке на с е т ь :

где й к = { , „  ^ J n \ Л * ) -  (г(Ык Ч  ) / Q  (А/к )'

G(tfK}-  нормализующая константа замкнутой сети СМО, полученная 

из исходной сети СИ) модели К, - г о  УК при постоянной очереди 

на входе. Допустимость Л0 проверяется также выполнением усло­

вия (1 4 2 ) для решения А* ( < «I, W ).
1 2 .5 .  Расчет характеристик сети

1 2 .5 .1 .  Анализ сетей КП с  фиксированной буферной памятью

в узлах включает д ва  основных этап а. Первый -  определение ин­

тенсивностей потоков *  сети  A (ir , l r -  / у ) решением

уравнений (1 3 7 ) для локальных повторений и ( 1 3 9 ) ,или (1 4 1 )  

для сквозных повторений недоставленных п акетов. Второй -  вы­

числение показателей эффективности сети КП с использованием 

интенсивностей A t r  М ). Определим несколько пока­

зателей эффективности сети.

12.5.2. Средняя задержка Т  доставки пакетов адресату, 

определяемая средним временем ввода в сеть из H Q 5T ( с уче­

том повторений) и пребывания в ней, имеет вид;

1 (1 4 3 )

где lir  - средняя задержка пакетов маршрутного класса.

3деоь a i  ) ъ ] , где
-г о  l-i

-  средняя задержка пакета маршрута 2г в i -м  УК после
lr

ввода пакета в буферную память, *os -  среднее время пребывания 

в $ -  й HOST (ожидание в очереди и передача в 5 - й  УК) 

пакета маршрута 1Г .
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1 2 .5 .3 .  Величина 'os выражается в виде:

Т «  ~$os /Л 01 ( 1~Роч ) ,

г»  Я£-Ли4"я , К г Т . д(Ы>Л], ;s U'i
Л цо  определяется для локальных повторений в ( 1 3 8 ) ,  для сквоз­

ных повторений-в (1 4 0 ).

1 2 .5 .4 .  При инициировании повторных передач пакетов марш- 

рута по истечении тайм-аута ТОр, гарантирующего, что за  это 

время уже произойдут возможные отказы пакетам класса i r  , в е -

личина /(js имеет вид;
__
Т Г _ Л Х Г П  ~ г п
•os— \— ]UV +Лио

где

1 2 .5 .5 .  Квадратный коэффициент вариации сквозных задержек 

определяется в виде;

1 2 .5 .6 .  Загрузка канала связи (/<,< ) между К -  м 

я ( -  м УК сети определяется в виде: ■ U i-, ( 145)

где \ Ki ) в с (  ;
i -  среднее время передачи пакета по каналу ( К, i ), опре­

деленное в п. 1 2 .2 .5 .

1 3 . УТОЧНЕННЫЕ ХАРАКТЕРИСТИКИ СЕТИ КОММУТАЦИИ 

ПАКЕТОВ С УЧЕТОМ ПРОТОКОЛОВ КВИТИРОВАНИЯ

13Л . Оценка эффективности сетей коммутации пакетов с 

ограниченнной буферной памятью в узлах

I 3 . I . 1 .  Ограниченность буферной памяти в узлах коммутации 

пакетов,как отмечалось в разд. I2 .I ,, является одной из сущест-
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венных причин , определяющих необходимость повторной передачи 

представленных пакетов при квитировали передаваемой информа­

ции.

1 3 .1 .2 .  Выбор требуемой буферной памяти в УК сети с  вокаль­

ными или сквозными повторениями требует рассмотрения сетевых 

показателей эффективности. Расчет буферной памяти в УК опреде­

ляется допустимыми отклонениями показателей эффективности от 

заданного уровня, определяемого в виде ограничения при проекти­

ровании сети .

1 3 .1 .3 .  Наиболее общим показателем эффективности сети яв­

ляется средняя задержка Т  доставки пакетов адресату, формула 

(1 4 3 ) . Ограничения, накладываемое на допустимое значения сред­

ней задержки Тл (Т~ Тп) являются основными требованиям! при 

проектировании сети (р азд .7 ) .

1 3 .1 .4 .  Назначение буферной памяти в узлах с е т  по допус­

тимой вероятности занятости (отказа в приеме) в каждом УК 

(разд. 1 2 .5 )  носит приближенный оценочный характер, посколь­

ку при атом не учитывается задержка доставки пакетов в сети

в целом, ф л ее  рассматривается итерационная процедура расчета 

требуемой буферной памяти в узлах по критерию допустимой сред­

ней задержки Тп и уточненный расчет характеристик с е т .

1 3 .2 .  Итерационная процедура выбора буферной памяти и 

расчете характеристик сети

1 3 .2 .1 . Процедура уточненного расчета харатернстих сети 

коммутации пакетов с ограниченной буферной памятью в узлах 

включает два основных этапа:

выбор требуемой буферной памяти в каждом УК сети ;

уточненный расчет характеристик сети для выбранной памяти 

в узлах.

1 3 .2 .2 .  При выборе требуемой памяти в узлах сети комцута-
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ции пакетов необходимо минимизировать суммарное число буферов 

(буфер на пакет) по всем узлам сети при ограничении на выбран­

ный показатель эффективности. Эта задача в общем случае отно­

сится к трудноразрешимой проблеме дискретной оптимизации и ре­

шается , как правило эвристическим! методам!.

1 3 .2 .3 .  Рассмотрим эвристический алгоритм выбора буферной

памяти в .УК сети КП, обеспечивающий расчет минимально необхо­

димой памяти при заданном £  отклонении средней задержки 

доставки пакетов Т  от допустимой Тп(Тр-1<-С] . Эвристи­

ческий алгоритм, варьируя идентичной для всех УК сети допус­

тимой вероятность» занятости памяти Рдоп , дает сбалансиро­

ванные решения в том смысле, что с  учетом повторений недостав­

ленных пакетов вероятности занятости памяти в узлах приблизи­

тельно одинаковы.

1 3 .2 .4 .  Опишем кратко основные шаги эвристического алго­

ритма выбора памяти. Для фиксированных значений Р ^ я и OctCi 

алгоритм выполняет следующее:
D пШаг I*  “ *$оп -

Шаг 2 .  Определение интенсивностей потоков

в УК сети из систем уравнений: (1 3 7 ) -  для локальных повторе­

ний, (1 3 9 ) -  для сквозных повторений; при 9ч(А , /= 4 - Р ‘дог, ■
Шаг 3 . Определение для i  - г о  УК ( t -  4, W  ) изолированно­

го  от сети КП, минимального , удовлетворяющего неравенству 

PpjK № ) £  Р^ол . Для вычисления f^K j ) используется выра­

жение ( 1 3 6 ) .

Шаг 4 .  Отыскание интенсивностей , v =1i V ) из

систем * уравнений (1 3 7 ) или (1 3 9 ) в сети КП с  учетом повторов 

при выбранной памяти М = (W , М г, ].

Шаг 5 .  Вычисление относительного отклонения средней за ­

держки доставки пакетов в сети Л Т~(тп~т )/Тп.
Шаг 6 . При лТ >6  уменьшение Рут и переход к шагу 2 .
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и\яг  7. 3 п р о т и в н е м  с л у ч а е  п р о в е р к а  в о з м о ж н о с т и  у м е н ь ш е н и я
с у м м а р н о г о  ч и с л а  б у ф е р о в  в  с е т и  Н-- ы  и  п р и  е е  н а л и ч и и  w
у в е л и ч е н и е  Рдоп с  п е р е х о д о м  к ш а г у  2, и н а ч е  р е ш е н и е  N**TN:

Т  см
п о л у ч е н о .

13,2 #Ь Г У т о ч н е н н ы й  р а с ч е т  х а р а к т е р и с т и к  с е т и  К П  п р и  в ы б р а н ­
н о й  б у ф е р н о й  п а м я т и  в  у з л а х  ( п о м и м о  с р е д н е й  з а д е р ж к и  д о с т а в к и  
Т  ) о с н о в а н  н а  м е т о д и к е  а н а л и з а  х а р а к т е р и с т и к  с е т е й  К П  с  о г р а ­
н и ч е н н о й  п а м я т ь ю  в  У К ,  и з л о ж е н н о й ,  в р а з д е л е  12 д л я  р а з л и ч н ы х  
м е т о д о в  к в и т и р о в а н и я  п е р е д а ч и  и н ф о р м а ц и и .  П р и  ф и к с и р о в а н н о й  
б у ф е р н о е  п а м я т и  в  у з л а х  у т о ч н я ю т с я  с л е д у ю щ и е  х а р а к т е р и с т и к и :

T v  ~ с р е д н я я с к в о з н а я  з а д е р ж к а  п а к е т о в  в и р т у а л ь н о г о  м а р ­
ш р у т а  1,\/) ( ф о р м у л а  (143);

Р  - к в а д р а т н а  к о э ф ф и ц и е н т  в а р и а ц и и  с к в о з н ы х  з а д е р ж е к  
( ф о р м у л а  (144);

О. . - з а г р у з к а  к а н а л о в  в с е т и .V п I

13.3. П р и м е р  р а с ч е т а  у т о ч н е н н ы х  х а р а к т е р и с т и к  с е т и

13.3Л .  Ь  к а ч е с т в е  и л л ю с т р а ц и и  м е т о д и к и  у т о ч н е н н о г о  р а с ­
ч е т а  х а р а к т е р и с т и к  с е т и  р а с с м о т р и м  р а с ч е т  Ь - у з л о в о й  с е т и  к о м ­
м у т а ц и и  п а к е т о в , с т р у к т у р а  и п а р а м е т р ы  к о т о р о й  п р и в е д е н ы  в  
р я п г и  10.5.

13.3.2. 3 д а н н о й  с е т и  и с п о л ь з у ю т с я  с к в о з н ы е  п о в т о р е н и я  н е ­
д о с т а в л е н н о  п а к е т о в ,  и н и ц и и р у е м ы е  п о  и с т е ч е н и и  т а й м - а у т а  TQv 
д л я  tr -1,20 в и р т у а л ь н ы х  **яршгутов в с е т и .  В е л и ч и н а  TQv п р и ­
н я т а  равно** у д в о е н н о й  с р е д н е й  з а д е р ж к е  д о с т а в к и  п а к е т о в  в  п р е д -  
nnnrvг е н и и  н е о г р а н и ч е н н о й  б у ф е р н о й  п а м я т и  в у з л а х  ( т а б л .  12) д

13.3.3. В ы б о р  т р е б у е м о й  б у ф е р н о й  п а м я т и  о с у ш е с т в л е м  по 

м е т о д и к е  р а з д е л а  13.2 п р и  д о п у с т и м о м  о т н о с и т е л ь н о м  о т к л о н е н и и  « 
В It  с р е д н е м  з а д е р ж а н  д о с т а в к и  Т  о т  д о п у с т и м о й  Т п  =2,3 cv*. 
Р е я у л ь т я т п  р а с ч е т а  т р е б у е м о й  б у ф е р н о й  п а м я т и  ( ч и с л о  б у ф е р о в  з
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узлах) совместно с результатами упрощенного предпроектного рас­

чета памяти (р азд .12.2) приведены в табл. 13.

1 3 .3 .4 .  Уточненные средние времена доставки пакетов У  >20 

виртуальных маршрутов в сети с выбранной буферной памятью при­

ведены в табл. 12 . Увеличение средних времен доставки в рамках 

допустимого среднего Гп - 2 ,3 с  обеспечивает возможность ис­

пользования небольшой буферной памяти в узлах коммутации сети.

Таблица 12

Номер 1 м-,1мпы.  ! Средняя задержка ! Уточненная средняя 
мармрута| **Р|Ч7Т | пря^неограниченной | задержка

I 1 - 3 1,6045 2 ,1062

2 3 - 1 1,6045 1,9323

3 1 - 4 2,2227 2,2227

4 4 - 1 2,2227 2,3626

5 1 - 2 2,1626 2,1626

6 2 - 1 2,1626 2,1626

7 1-2 -5 3,8799 3 ,8799

8 5-2-1 3,8799 3,8799

9 2 - 3 1,12Б9 1,12В9

10 3 - 2 1,1289 1,1289

I I 3 -2 -5 2,8462 2,8462

12 5 -2 -3 2,8462 2 ,8462

13 2 - 5 1,7173 1,7173

14 5 - 2 1,7173 1,7173

15 2 -5 -4 2,4776 2,4776

16 4-5 -2 2,4776 2,4776

Г? 3-1-4 3,6272 3,8272

18 4 -1 -3 3,8272 3,8272
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Продолжение табл.12

Номер ! 
маршрутаj

i

Маршрут ! Средняя задержка ! 
! при неограниченной 
1 памяти |

Уточненная
задержка

средняя

19 4 - 5 0,7603 0,7603

20 5 - 4 0,7603 0,7603

Таблица 13

Количество буферов в узлах коммутации

Варианты

г
!
!

Номер узла сети

расчета !
1
!

I  ! 8 | 3 
! !

1 4 1 1 4 ! 
! I

! 5

Упрощенный

расчет 3 5 2 I 2

Уточненных

расчет
7 10 6 4 4
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14. М Ж ДОи ВЫБОРА КОЛИЧ^ГВА |1УНКТ0В РАЗМлВДШ

и Нгюбходимой производат^носта вшислит^ных
КШ14ШСОВ В РАСМлйЕПНОЙ ВЫ ШЗЛИТ^ШНСЙ СИСТЕМ J

14Л .  Задача проектирования распределенной вычислительной 

системы

14Л .1* В данном разделе рассматривается задача выбора струк­

туры распределенной вычислительной системы (ВС), которая предназ­

начена для обработки в интерактивном режиме запросов территориаль­

но рассредоточенных пользователей.- Проектируемая ВС должна отве­

чать по уровню производительности нагрузке, оказываемой на нее за­

дачами обслуживаемой автоматизированной системы (АС). Соответствие 

нагрузке означает* что коэффициенты использования каналов связи и 

вычислительных комплексов не должны превышать предельно допустимые 

значения. При этом исключается чрезмерное увеличение длины очере­

дей заявок к каналам связи и вычислительным комплексам (ЕЮ, а 

также среднего времени задержки запроса в системе.

При соблюдении указанных ограничений приведенные затраты на 

систему должны быть минимальными.

14.1.2. Приведенные затраты (3) на ВС определяются соотноше­

нием:

3 « С + srf К, ( 1 4 5 ;

где С -  эксплуатационные затраты за год. руб.; К - капиталь­

ные затраты на создание ВС, руб.; = 0 , 1 5  -  нормативный коэф­

фициент эффективности капитальных затрат.

В состав эксплуатационных затрат входят затраты на аренду ка­

налов связи и эксплуатационные затраты на ВК. В состав капитальных 

затрат входят затраты на средства вычислительной техники и связи, 

монтаж и наладку оборудования, строительство или реконструкцию по­

мещений.
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14.1.3. Пользователи АС располагается в различных геог­
рафических пунктах. ВК могут устанавливаться только в тех 
географических пунктах, где имеется пользователи АС. Для 
каждого географического пункта предполагается заданным ко­
личество и расположение одиночных и групповых терминальных 
устройств. Таким образом, приведенные затраты на терминальное 
оборудование известны до начала решения задачи. Поэтому далее 
они не учитываются в выражении для приведенных затрат, так 
как не влияют на выбор оптимального решения.

Арендная плата за каналы связи зависит от их протяжен­

ности, поэтому она учитывается в расчетах по данной методике.

Для краткости далее все терминальное оборудование одного 
географического пункта называется терминальным комплексом (ТК), 
хотя, как указано вное, на самом деле его может быть совокуп­
ность из нескольких одиночных и (иля) групповых устройств 
отображения информации (например, типа ЕС-7920).

Если ТК какого-либо географического пункта подключается 
каналами связи к ЗК в том же пункте, то арендная плата за ка­
налы связи принимается равной нулю, так как она пренебрежимо 
мала по сравнению с арендной платой за междугородние каналы 
связи.

14.1.4. Каждый ТК может подключаться каналами связи только 
к одному ВК. Все ВК соединяются каналами связи по принципу 
"каждый с каждым". Е обща* виде структура распределенной ВС 
имеет вид, представленный на черт ДО, При решения задачи выбора 
структуры распределенной ВС необходимо: I) выбрать количество 
и пункты размещения ЗК; 2) найти для каждого ВК перечень ТК, 
подключенных к ВК абонентскими каналами связи; 3) определить 
необходимую производительность ВК (в случае,если допускается
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Структура распределенной вычислительной системы

I  -  терминальный комплекс; 2 -  вычислительный 
комплекс; 3 -  абонентский канал связи; 4 -  ма­
гистральный канал связи; -  зона термянзль- 
ннх комплексов, подключенных абонентскими кана­
лами связи к ВК в пункте А

Черт.ТС
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использование ВК с различной производительностью);4) опре­
делить количество абонентских каналов связи для подключения 
ТК каждого географического пункта к одному ВК; 5) определить 
количество магистральных каналов связи между каждой парой ВК.

Подмножество географических пунктов, подключенных абонен­
тскими каналами связи к одному ВК, называется зоной, а указан­
ный ВК -  зональным ВК.

14.1.5. В распределенной ВС используются выделенные 
полудуплексные телефонные каналы связи, арендуемые у Министер­
ства связи СССР.

14.1.6. Проектируемая распределенная ВС предназначена 
для решения в интерактивном режиме задач специализированной 
АС типе систем распределения ресурсов. Примерами таких АС 
могут служить автоматизированные системы: I) продажи авиа­
билетов "Сирена"; 2) продажи билетов на железнодорожном 
транспорте "Экспресс"; 3) бронирования мест в гостиницах;
4) продажи билетов на зрелищные мероприятия; 5) оператив­
ного распределения материально-технического имущества и т.п.

Состояние про из Бедственных процессов каждого абонента 
(географического пункта) ВС отражается в собственных файлах, 
которые размещаются в тем ВК, к которому данный абонент подклю­
чен абонентскими каналами связи (в частном случае используется 
один абонентский канал связи). В каждом ВК хранится одина­
ковый набор общесистемных файлов и программ.

Состав файлов, алгоритмы программ объемно-временные 
характэристики запросов, файлов и програш определяются в 
процессе предцроектного обследования, а также технического 
проектирования функциональной части и информационного обеспе­
чения АС, для которой предназначена Ж).



14.2. Технология функционирования распределенной 

вычислительной системы

14.2.1. Далее каждый ТК рассматривается как источник, 
посылающий в случайные моменты времени запросы в ВС. Отдель­
ный запрос может требовать обращений к собственным фай­
лам или к файлам других абонентов. В послед­
нем случав зональный Ж направляет запросы в другие Ж, в 
которых находятся необходимые файлы. После завершения об­
работки всех файлов зональный Ж формирует ответ, который 
передается на источник запроса. Каждый запрос порождает один 
ответ.

14.2.3. Технология обработки запросов в распределенной 
ВС иллюстрируется с помощью черт.II, на котором показан фраг­
мент автоматизированной системы продажи авиабилетов. Пассажир 
в городе Лиепая желает приобрести авиабилет от Лиепаи до Во­
ронежа .Кассир агентства аэрофиота с ТК в городе Лиепая посы­
лает первичный запрос (I) в зональный ВК в г . Рига, так как 
сведения о местах на самолеты, вылетающие из Лиепаи (собст­
венные файлы), находятся в рижском ЗК. Программа рижского 
Ж определяет, что жз Лиепая нет прямых рейсов до Воронежа, 
находит кратчайший маршрут полета с пересадкой в Минске, бро­
нирует место на рейс Лиепая -  Минск и посылает вторичнцй 
запрос (2) в минский ЗК. Последний бронирует место на рейс 
Минск -  Воронеж и сообщает об этом в рижский ВК, откуда на 
ТК кассира в г . Лиепая посылается ответ с указанием дат 
вылета, номеров.рейсов в мест. Эти сведения автоматически 
печатаются на бланке авиабилета.
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Технология обработки запросов 

в распределенной ВС

Москва

I -  первичный запрос в зонзльяий Ж; 2 # 3 -  вто­

ричные запросы в другие Ж; 4 -  маршрут движения

пассажира

Ч е р т *II
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Беля пассажир одновременно просит оформить и билет ча 
обратный маршрут, то рижский ВК посылает также вторичный 
запрос (3) в московский ЛК, так как места на рейсы из Воро­
нежа (в том числе в Минск) хранятся в московском ЗК.

Вторичные запросы и соответствувдие ответы создают 
нагрузку на магистральные каналы связи между ВК. Объем инфор­
мационного обмена (тяготение) между двумя ВК зависит от состава 
зон каждого ВК.

В качестве второго примера распределенной ЗС с информаци­
онным обменом между различными ВК может служить система, 
предоотавлявдая справки о наличии материально-технического 
имущества. Абонентами такой системы могут быть предприятия, 
имещне оклады с тем или иным имуществом. Если в ВС исполь­
зуется несколько ВК, то в каждом из них можно разметить оди­
наковые файлы данных о налички я движении имущества на всех 
складах. Тогда запрос-справка о наличия какой-либо номенкла­
туры направляется от абонента в зональный ВК, где сразу же 
формируется ответ. При изменениях в наличии какой-либо номен­
клатуры абонент посылает информацию в зональный ВК, откуда 
она должна быть послана во вое остальные ВК для синхронного 
внесения изменений в файлы.

14.3. Порядок выполнения работ при проектировании распре­
деленных вычислительных систем

14.3.1. Расчеты на основе данной методики могут выполняться 
при разработке: I) среднесрочных и долгосрочных црогнозов 
развития распределенных ВС, создаваемых в общесоюзных и (или) 
республиканских министерствах и ведомствах; 2 ) технико-эко­
номических обоснований И технических заданий на системы;
3) технических проектов отдельных систем. На этапе рабочего
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проектирования систем могут быть выполнены расчеты по 

уточненным исходным данным. Кроме того, на этапах техничес­

кого и рабочего проектирования могут выполняться согласно 

другим руководящим документам (РД) расчеты с целью оптимиза­

ции зональных и магистральной сетей связи. При этом количест­

во и пункты размещения ЗК, а также состав зоны каждого ВК 

остаются неизменными.

14.3.2. Порядок выполнения рабет согласно данной методике 

в общем виде представлен на черт. 12.Блок 2 алгоритме представ­

ляет проектные работы, определяемые .другими РД данного сбор­

ника (см. раздел 14.6).

14.3.3. 3 ряде случаев возможны отступления от указанного 

выше порядка работ, а именно:

предварительные расчеты или другие соображения показа­

ли, что в 3G должны быть либо один ВК, либо ВК в каждом геог­

рафическом пункте;

зависимость от стоимости приведенных затрат на ВК от  

его производительности определена в проекте централизованной 

33 для АС данного типа,например, экспериментальным путем либо 

с помощью статистической обработки характеристик существующих 

аналогов.

В первом случае блок 4 определяет только необходимую 

производительность ВК и суммарные приведенные затраты на ВС, 

а во втором -  исключается блок 3.

14.4. Методические аспекты определения зависимости

стоимости вычислительного комплекса от производительности

14.4.1. 3 результате проектирования и (или) внедрения 

централизованных j3C для АС рассматриваемого типа, могут быть
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I (  Наш Ья °
1

и

Определение объемно-временных 
характеристик потоков запросов, программ 

и файлов

Определение зависимости стоимости ВК от 
производительности

Размещение Ж

5 С К°не]

Порядок выполнения работ при определении количес­

тва и пунктов размещения ВК, их производительности 

и обслуживаемых зон
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определены типовые конфигурации ЗК с различной производи­

тельностью и приведенными затратами.

Так, например, в системе продажи авиабилетов "Сирень" 

средний центр системы с одной обрабатывающей ЭЕМ типа СМ-2 

и коммуникационной системой на базе такой же S ill имеет произ­

водительность 2 запроса в секунду и приведенные затраты 

около 500 тыс.руб. Более крупный центр но базе СМ-2 с произ­

водительностью 4-5 запросов в секунду характеризуется при­

веденными затратами I млн.руб. Предварительная оценка пока­

зывает , что с одной обрабатывающей ЭВМ тина ЕС-1046 и ком­

муникационной системой на базе ЭВМ типа CH-I2I0 может быть 

создан ВК с производительностью 12,5 запросов в секунду. 

Приведенные затраты на такой ЗК составит 750 тыс.руб. Крупный 

центр с производительностью 25 запросов в секунду характе­

ризуется приведенными затратами 1,5 мля.руб.

В описанном случае зависимость приведенных затрат на 

ВК от пропускной способности имеет кусочно-постоянный неубы­

вающий характер и задается табличным способом. В частном 

случае для производительности ЗК может быть задано одно зн а -. 

чение.

14.4.2. В случае, когда данные, указанные в п .1 4 .4 .1 ., 

отсутствуют, для определения эксплуатационных и капитальных 

затрат нэ ВК можно воспользоваться соотношениями;

С = 1,185 П0 ’82 + 0,1118 тР’2 + 0,388 П0 ’5 + cL ; (146)

К = 4,875 П0 ’ 82 + 0,14 П0 ’2 + 0,488 Л8,5 + jS , (14?)

где oL = О»8078 П8 ,8 , если П < 25 ;

0,0034 П°>786, если П ? 2 5 ,



0,27 П ° ‘5 , если Л С  2 Ь ,

0,126 если П ^  26,

И -  Производительность ВЬ , МЛН. <''ПОрПИН'"/с,

Необходимая производительность и'Л определяется соот­

ношением:

R  = Af/_p , (148)

где Л  - суммарная интенсивность запросов, поступающих в 

Ш  от абонентов свое*1, зоны и других Ьк; £  - среднее коли­

чество операций центрального профессора ЬК, необходимое для 

обработки одного запроса; - коэффициент использования 

(загрузки) центрального процессора, значение -0,7. Зна­

чение -f определяется на основе данных о *-*яждо* из задач, 

решаемых в интерактивном режиме, и вероятностей ( частоты ) 

решения этих задач (в соответствии с РТМ 35-313-16, часть 3),

14,4.3. Т^етип способ получения функции приведенных 

затрат 0 ( b )  на ЬК в зависимости от его производительно­

сти (5 описан в приложении 5 справочном.

14.5. Исходные данные для проектирования распределенной 

вычислительно* системы

14.5.1. Перечень исходных данных, необходимых для приме­

нения данной методики, приведен в табл.14.

14.5.2. Объемно-временные характеристики информационных 

потоков необходимо подучать из материалов обследования объекта 

управления и документов технического проекта информационного 

обеспечения АС.

14.5.3. Объемко-вреыеиные характеристики ^адаи управления 

необходимо подучать и рассчитывать по методикам, входящим в



состав сборника РТЫ 2 5  212-436 "ПАСУ. Методически* указания по 

разработке технического обеспечения", которые определяют общую 

методику проектирования комплексов технических ср едств кащдого 

конкретного вида систем управления (АСУП, АСУ ТП, АСУ ПЮ ).

Таблица 14

Перечень исходных данных для определения 

количества и пунктов размещения ВК

Наименование исходных данных

I .  Топология абонентов

1 . 1 .  Множество (список) источников 

запросов (пунктов ВС)

1 . 2 .  Подмножество пунктов, в кото­

рых БК уже имеются или должны быть 

установлены директивно

1 .3 .  Подмножество пунктов, в кото­

рых допускается размещение ВК

1 .4 .  Матрица расстояний между ис­

точникам! запросов

i -------------------------
! Источник данных

Техническое задание на 

проектируемую АС 

То же

То же

Географическая карта

I I .  Объемно-временные характеристики 

запросов, обрабатываемых в АС

2 . 1 .  Матрица интенсивностей запро­

сов источников

2 . 2 .  Средняя длина сообщений (за ­

проса и ответа)

2 . 3 .  Среднее количество операций 

центрального процессора для обра­

ботки одного запроса

Техническое задание на 

АС

То же

Постановки задач проекти­

руемой АС или характерис­

тики задач аналогов,оп ре-
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Продолжение табл, 14

Наименование исходных данных 1 Источник данных

деленные в ТЗ, или доку­

мент ТП "Постановка и ал­

2 . 4 .  Среднее количество обраще­

ний центрального процессора к 

накопителям на магнитных ди сках 

при обработке одного зап р оса

I I I . Технико-экономические 

характеристики каналов свя зи

горитмы решения задач". 

То же

3 . 1 .  Скорость передачи данных П Л 4 .5 .4 .

по каналу связи

3 . 2 .  Предельно-допустимое зн а ­

чение коэффициента использования 

кан ала связи

То же

3 . 3 .  Матрица з а т р а т  на аренду 

одного канала свя зи  между пунк­

т а м  ВС

То же

3 . 4 .  Количество каналов свя зи Документ технического про­

для подключения источников запр о­ екта на АС "Описание комп­

с о в  абонентскими каналами к ВК лекса технических средств", 

п .1 .6 ,5 .

1У . Технико-экономические х а ­ Каталоги, проспекты, пас­

рактеристики ЗВМ портные да1 'ш е , техничес -

кие описания
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Продолжение та б л . 14

Наименование исходных данных Источник данных

У . функция приведенных затрат 

на ВК в зависимости от интенсив­

ности обрабатываемых запросов

Техническая документация 

на типовые ЁК для центра­

лизованных ВС, раздел 1 . 4 ,  

приложение

Кроме т о го , объемно-временные характеристики задач 

управления могут быть получены от разработчиков функциональ­

ной части АС, которые на предпроектной стадии создания АС 

определяет их с  применением метода экспертных оценок, отр ас­

левых стандартов, либо из проектов внедренных систем  анало­

гичного назначения. На этапах технического и рабочего проек­

тов объемно- временные характеристики задач определяется путем 

анализа алгоритмов и блок-схем программ либо с  помощью прого­

на последних на ЭВМ и использования системных мониторных про­

грамм.

1 4 .5 .4 .  Все каналы связи предполагается выделенными т е ­

лефонными полудуплексными со  скоростью передачи данных 

V' *1200  бит/с.

Предельно допустимое значение коэффициента использования
*

(загр у зк и ) канала связи  *  0 ,7 .

Стоимость аренды телефонных каналов га  год  представлена 

в табл . I  справочного приложения 2 .
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1 4 .Г).5. Количество каналов связи для подключения С -го  

ТК абонентскими каналами связи к любому ПК определяется соотно­

шением:
п п *

гд е  ы  -  наименьшее число такое, что J Xl_^ X ;

-  интенсивность сообщения (первичных «опросов и о твето в ) 

между ЭК и зональный и ВК; d  -  средняя длина сообщения (б и т ) ;

-  предельно допустимое значение ксоф+ициента использования 

канала с в я з и ; V  - скор ость п ередаш  дани»* по каналу свя зи  

( б и г / с ) .

1 5 .  ВЫБОР КОЛИЧЕСТВА И ПУНКТОВ РАЗМЕЩЕНИЯ 

ВЫЧИСЛИТЕЛЬНЫХ КОМПЛЕКСОВ

1 5 . 1 .  Условные обозначения

Сводка условные обозначения дана в т а б л . 1 3 .

Таблица 15

Обозначение ( Единица ! Наименование
j измерения |

I .  Топология пунктов сети  

А «  f I ,  2, . . . п ]

В

В*

к }

божество источников запро­

сов (пунктов ЬС).

Подмножество пунктов, в кото­

рых допускается г азмешение ВК. 

Подмножество пунктов, в кото­

рых ВК уже имеются или должны 

быть размещены директивно 

Расстояние между пунктами

I ,  } с А
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Продолжение табл. 15

Обозначение Единица ! 
измерения !

Наименование

II. Объемно-временные характеристики запросов

Av с 1 Интенсивность запросов к файлам

d бит

j  -го пункта, которые возника­

ют в зональном ВК при обработке 

первичных запросов С -го  пункта 

Средняя длина сообщений (запроса

III . Характеристики каналов

и ответа) 

связи

lr бит/с Скорость передачи данных

П * Предельно допустимое значение

Ч

9 а руб.

коэффициента использования кана­

ла связи

Арендная плата за один канал свя-

** зи между пунктами 1 ,J  €. А 
1У. Параметры функции приведенных затрат на ВК

6 С1 Интенсивность запросов, обрабаты­

GP) руб.

ваемых в ВК

функция приведенных затрат на ВК

а руб. Константа

i руб ./с Константа

У. Неизвестные

У Подмножество пунктов, в которых

должны размещаться ВК 

Подмножество пунктов L ^ Д
обслуживаемых ВК в п у н к т е У

(зона j  -го ВК)



Продолжение табл. 15

Обозначение
“ 1----

t Единица 
! измерения

1 ----------------
! Наименование 
I

У1. Расчетные величины

Л  i
Суммарная интенсивность запросов 

всех абонентов к файлам L -го  

абонента

$
Суммарная интенсивность запросов, 

поступающих на обработку к Щ п 

пункте j  С У

Mjk Количество каналов связи между 

ВК в пунктах j  t А € Y
F руб. Приведенные затраты на ВС

15.2. Расчетные соотношения

15.2Л , Суммарная интенсивность запросов всех абонентов к

файлам I -го абонента ( ( €  А ) 
л

A i s £ * i j  • d o )

15.2.2. Су|4*арная интенсивность запросов, поступающих на 

обработку в ВК в пункте у  €  Y  , к которому подключены абонентс­

к и м  каналами связи пункты i e A j  ( j e  J c Aj q А \
Aj  -  зона абонентов, обслуживавши ВК в пункте J & У )

%' ~Z' A i . <1&0>
Q i € Aj

15.2.3. Количество каналов связи между ВК в пункте J  g У ,
к которому подключены абоненты в пунктах 1C А/  , и БК в пунк­

те f e Y  ( к>1 ) » к которому подключены абоненты в пунктах

S е Д к  *



гр
) 

о

15.£.4* Приведенные затраты ча ЙС, в которой ЬК размещены в 

пунктах у с  & , и вое абоненты распределены в подмножества

А ] таким образом, что Aj * 0( j€ У ); А/Л А{ - 0(j * ̂  jf, У  ; 

А определяется соотношением:

Р *  /к» ТВ»j
В выпадении дли F первое слагаемое характеризует приведен­

ные запрети на ВК, размешенные п пунктах из подмножества Ч £ fj ; 

второе - на аренду' абонентских каналов связи; третье - на аренду 

магистральных каналов связи.

15.3. Алгоритм выбора количества и пунктов размещения

вычислительных комплексов

15.3.1 . Дополнительные обозначения: 

t  * -  наилучщее значение критерии оптимальности F  (рекорд);

-  текущее подмножество абонентов, не подключенное к ВК;

-  текущее подмножество пунктов 6 , в которых допуске-

етсн размещение ВК;

Aj, - текущие зоны ВК, размещенных в пунктах У  ;

H j -  в е со в ы е  коэффициенты, характеризующие относительные приори­

теты пунктов j t  5 при выборе пункта размещения очередного

(С ВК;д U'
n j  -  подмножество абонентов, прикрепление которых к ВК не изме­

няется в процессе выполнения последующих шагов алгоритма.

15.3.Я. Содержательное, описание алгоритма следующее.

При фиксированном размещении ВК в пунктах ̂  У все пункты 

ь£ А подключаются абонентскими каналами связи к ’’ближайшим’* 

по затратам (J'-j пунктам ♦ Сначала ВК размещаются



Сто. 152 гта 25 21 2-86 ч..Ч

з пунктах j t O  , и вычисляется значение рекорда /

Затем к размещением Ж постоянно под^ючоются только такие 

абоненты, что арендная плата зэ абонентский канал связи не 

может быть уменьшена при добавлении новых ВК. вычисляются 

коэффициенты для j  е  ( 6 х ^ ). Список пунктов  ̂ с ($\#*) 

ранжируптся по убыванию значений Н : . К подмножеству В  
поочередно добавляются пункты j  < (/5\ в ) до тех вор, пока 

уменьшается значение Я

<5.3.3. Формализованное описание алгоритма

Ш а г  С. Н а ч а л о .  Положить F : =

У  : =• в*; в : , в ;
*• >■

Ш а г  I . Если О £ ф , найти текущие зоны ^  пунк­

тов J  *--У, прикрепляя пункта i к "ближайшим" по затратам 

(j . ■ пунктам '̂ с У . Положить ~*j ~ - 1 ) . Зачислить

F ̂ • Положить /-*:  = /- , £  : = ( 6  ).

Ш а г  2. Проверить, есть ли еще пункты для размещения ВК

В '  = ф  ?

Если & = ф  , перейти к шагу 7 .

Ш а г  3. Если У * Ф , для каждого пункта ,/ f   ̂ най- 

ти подмножество пунктов i £ Я таких, что О*/ < 9 < /'

для всех J  /е  ( й  ) . Положить С  : . Если С  = ,

перейти к гэгу 7 . Если -У - & , положить С. ■ -  Я  .

Ы а г  4. Вычислить для всех пунктов ^ 6 $  величины 

(весовые коэффициента)

н
(I

У mi. й . .
r ~ F  •'О'А ' 1,еС <7
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Ш а г 5 . Разместить ВК в таком пункте ^ 6  в  , что 
Н . = wig. Н.* .  Положить в  : = В \ ^ ; .У: ~  У i
Найти текущие зоны A j пунктов У , прикрепляя все пункты

6 У . Положить -A; i = А,
V *I £■ С к "ближайшим" 

йгчислить F  ,
г  г-  •*

Ш а г G. Проверить соотношение - < г  . Если соот­
ношение не выполняется, положить
У : = У ' & , найти зоны Л,- пунктов  ̂6 У , прицепляя 
всех абонентов к "ближайшим" пунктам j'e  -У и перейти 
к шагу 7 . Если соотношение f~< F выполняется, положить

ц  _ ''V-
F : = h , A j -  ф ( J  а У ). Если В / $  , перейти

к шагу 5.

Ш а г 7 . К о н е ц .  Найдено подмножество У пунктов 
размещения ЗК, "зоны” A j ( j t -У ) ,  количество каналов связи
М j  между каждой парой ЗК в пунктах j , k  £ У (!<.&. ) и

'J с  *  °значение критерия оптимальности г  ,

15,4. Пример расчета (условный)

15 .4 .1 . Исходные данные:

З а д а н ы  с л е д у ю щ и е  м н о ж е с т в а  и  в е л и ч и н ы :  А  & [i,2,3,4,5,б} 
5 ф , 3,4,5); £  = 0  ; d=70; 0,7; lr =10000.

Матрица интенсивностей запросов Лц  задана табл.16, а мат­
рица значений ^  - С ( j  -  табл. 17.



Матрица интенсивностей запросов

Таблица 15

L J
I 2 3

1
4

1
5 6

I 20 2 4 0 0 0

2 4 100 4 6 2 2

3 4 6 30 0 0 0

4 2 10 0 50 8 8
Ь 0 0 2 0 10 0

6 0 2 0 4 0 40

д » 30 120 40 60 20 50

Матрица значений

Таблица 17

I 2 3 4 5 6

I 0 15 25 40 65 50

2 15 0 10 30 55 45

3 25 10 0 30 50 50

4 40 30 30 0 25 20

5 65 55 50 25 0 25

6 50 45 50 20 25 0



Значения Т|̂  заданы в таблЛ<3.
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Таблице 16

Имеется типовая конфигурация ВК с производительность® 270 за­

просов в секунду. Стоимость такого ВК = 6  ( (э ) =37.

1 5 .4 .? . Описание вычислений

Шаг 0. F = -  , У= 0 , ^
С -  ( i , 2 , 3 , 4 , 5 , 6  )  ;  6 s  [ 2 , 3 , 4 , 5  J  ;
A j*

Так как В *  0  , сразу выполняется

iilar 2 , 6 ^ 0  , поотому вьполняется следующий ва г .
Так как У = О , выполняется 

Наг 4 .

—г-
t 2 'П Г

! ,3 г 4 " Г
! 5 !

i_ н*
i
г 155 !

f I®  | ire !
! 275 [

1т1

Hs* | > i ^ s
Нц s £  ГП^сЧ

Hs =

=1 • 1543-0+1 *10+1 *30+1* 55+1* 45=155;

=1 • 25 +2 • IO+I • 0+1 -30+1- 50+1- 50=185;

=1-40чЗ-30+1 • 30+1 • 0+1 • 25+1-20=175;

■ I* 65+2* 55+1* 50+1* 25+1* O+I* 25=275.

iflar 5. Так как минимальное значение достигается при ̂  «2,

ВК размещается в пункте 2. 5 =■ |з,4,5| , У =2. Все абоненты прик­

репляются к пункту 2 , т .е . At = А .
Суммарные затраты на абонентские каналы связи определяются

соотношением:

L w i & i i  =1-15+2.0+1-10+1-30+1*55+1-45=155.
С «А ®
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Суммарная интенсивность запросов, поступающих в ВК, определя­

ется соотношением:

6 ^ - Х . Л ^  -30+120+40+60+20+50*270.

Значение СГА меньше предельной производительности ВК. Приведен­

ные затраты на ВК(? (б^)*37. З н а ч е н и е -155+37*192.

Шар 6. F < F , поэтому F -1 9 5 ,^  -  Ф  .
Шаг 5. Минимальное значение HN для j  е в  достигается при J  
В пункте 4 размещается еще один ВК. Поэтому в  » { з ,5 }  •,

У  - { 2 , 4 } .

К ВК в пункте 2 подключаются абоненты из подмножества 

а к ВК в пункте 4 -  абоненты из подмножества Д^*-(4,5,б}. 

Суммарные затраты на абонентские каналы связи определяются со­

отношением:

Z .  X r f> .e ; ; -(I»I5+2*0+I«25)+(I*0+I*25+I*20)-«5.
Ш  ib*J -
Затраты- на два ВК равны- 8 5  * 2 • 37 = 74

.Количество каналов связи между ВК в пунктах 2 и 4 определяется 

соотношением:

* * 1 0,7*10000 2 - А ^  1 1 5 f  " J 50 t ( ^  4 ,+

)+( ^аг+^гя ) + ( ' +

) + < * , * + > «  )] J - 1 - 1  1<0+2Ч<О+С'+(С+0Ч

+(6+2)+(2+0)+(2+0)+ (0+0)+(0+21+ (0+0 )J - ] Щ -  I.
Затраты на один канал связи между ЗК в пунктах 2,4 о:рсдм:-отся 

соотношением;

" „ и  ■
Значение критерия оптимальности 

F =о5+74+30=169.

Шаг 6. F  < Z7"* (169 < 192). Повтор F *= IK), -Л1 = 0(^4*/'.

Наг 5. Значение к = 3 $ J .У = { 2 , 3 , 4 ^ , ={о},

Л* ={4,5,б}.
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Затраты на абонентские каналы связи определяется соотношением;

L L
‘£А*

=( I* 15+2*0)+1-0+( 1*0+1*25+1 *20)=60.

Затраты на ВК определяется соотношением; F* =3*37=111. 

Расчеты показывают, что мезду всеми ВК должно быть по одному 

каналу связи. Затраты на магистральную сеть связи определяются

соотношением:

—10+30+30*70.

F =60+111+70=241.

Шаг 6 . F> F , так как 241 > 189,

Шаг 7 . Конец. = [2 ,4  J  :  A* F *  189.
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ПРИЛОЖЕНИЕ I 

Справочное

ТЕХНИЧЕСКИЕ ХАРАКТЕРИСТИКИ СЕТЕЙ

I . ЛОКАЛЬНЫЕ ВЫЧИСЛИТЕЛЬНЫЕ СЕТИ

1 .1 .  Технические характеристики локальной сети кольцевого 

типа САК СМ

1 . 1 . 1 .  Топология сети -  кольцо. Скорость передачи .данных: 

между станцией и присоединенным оборудованием -  до 19200 бит/с 

по кольцу 500 Кбит/с. Количество абонентов в кольце -  125 . Ма­

ксимальная длина среды -  I  км. Режим работы с терминалом -  

асинхронный, дуплексный, полудуплексный. Сопряжение с термина­

лен -  по стыку С2-ИС или ИРЛС. Физическая среда -  витая пара 

или коаксиальный кабель.

1 . 1 .2 .  В состав СМ СМ входит спецпроцессор с ОЗУ ем­

кости» 2  Кбайт и ШОУ емкость» 4 - 8  Кбайт.

1 .2 .  Технические характеристики локальной вычислительной 

сети "Эстафета"

1 . 2 .1 .  Топология сети -  кольцо. Скорость передачи данных: 

между станцией и присоединению! оборудованием -  до 9600 бит/с; 

по кольцу -  125 Кбит/с. Количество абонентов в кольце -  125 . 

Максимальная длина среды -  1 ,5  км. Режим работы с  терминалом -  

асинхронный. Сопряжение с  терминалом -  стыки С2, ИРЛС. Возмож­

ность одновременной передачи -  до 12 виртуальных каналов при 

скорости 9600 бит/с без перегрузки сети . Физическая среда -  

витая пара или оптоволоконная линия связи .

1 . 2 .2 .  В состав ЛВС "Эстафета" входит восьмибитовый ми­

кропроцессор со статическим ОЗУ емкостью 4 Кбайт и ПЗУ емкос­

тью 8 Кбайт.
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1 . 2 .3 .  Цепочки сопряжения:

СЯС -  ЕС АДО -  СМ 4 (СИ 1 4 2 0 );

CJIC -  СМ 8514 -  СМ 4 (СМ 1 4 2 0 );

СЛС -  МСМ 1800 .8501  -  СМ 1800;

СЛС -  Искра 2 2 6 ;

СЯС -  Искра 1 0 3 0 ;

СЛС -  ВТА 2 0 0 0 -1 5 ;

СЛС -  Роботрон 1715;

СЛС -  ЕС 1841

СЛС -  А гат-2 .

1 .3 .  Технические характеристики локальной в 1МИслнтедьноЙ 

сети Elheznet

1 . 3 .1 .  Топология сети -  моноканальнал. Скорость передачи 

данных -  до 10 Мбит/с. Количество уааов сети -  до 1 0 2 3 . Макси­

мальная длина среды -  1 ,5  км. Физическая среда -  коаксиальный 

или оптоволоконный кабель.

1 .4 .  Технические характеристики локальной вычислительной 

сети СПИ-15А

1 . 4 . 1 .  Топология сети -  дерево. Скорость передачи данных -  

до 240  Кбит/с. Максимальная длина среды -  I  км. Режим работы по 

линии связи -  асинхронный, дуплексный, последовательный с  конт­

ролем на четность и с  подтверждением приема каждого с л о в а . Ко­

личество периферийных ЭВМ, подключаемых к одной центральной -  

до 15 .
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ПРИЛОЖЕНИЕ 2 

Справочное

ЗШСШОСТЬ СТОИМОСТИ ОТ ДШ4Ы И ПРОПУСКНОЙ 
СПОСОБНОСТИ ЛИНИЙ связи

В СССР тарифы на аренду каналов связи дифференцированы в за­

висимости от длины линий связи (тарифных зон) и пропускной способ 

нести линий. Для телефонных каналов предусмотрено 10 зон, для те 

депрафных -  9 , Ступенчатая зависимость стоимости годовой аренды 

междугородного телефонного канала от расстояния отражена в

табл Л , для 

Таблица I

телеграфного канала -  в табл. 2 .

Таблица 2

Расстояние
(ям)

Стоимость.
?(тыс.руб/год)

Расстояние Ютоимость 
! (тыс.руб/год)

до 100 26,28 до 100 5,47

IC I-600 78,84 101-200 8 ,76

601-1200 131,40 201-600 20,80

1201-3000 157,68 601-2000 52,19

3001-4000 183,96 2001-3000 70,81

4001-5000 210,24 3001-4000 78,11

5001-6000 236,52 4001-5000 83,22

6001-7000 262,80 5001-6000 Ь6,87

7001-8000 289,08 6001-7000 88,69

При решении задачи топологического синтеза сетей по заданным 

координатам мест расположения узлов и терминалов отыскиваются со­

ответствующие матрицы стоимости годовой аренды каналов для соот­

ветствующей сети. Нелинейная зависимость стоимости линий связи от 

расстояния является источником трудно о-7 ой при решении задач топо­

логической оптимизации. Соответствующие алгоритмы, использующие 

допущение о линейной зависимости, в этом случае оказываются не­

пригодными, и, обычно, дают нижнюю оценку стоимости проекта сети .
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ПРИЛОЖЕНИЕ 3  

Справочное

ОПИСАНИЕ АЛГОРИТМОВ

I .  ОПИСАНИЕ АЛГОРИТМОВ ПРОЦ&ЯУР U.VlO-V И FI/VD

1 .1 . Процедура UNJQNfi.b) . npone,typaUA/IQA/по номерам двух 

подмножеств производит объединение п о д м н о ж е с т в .
Если S I^ E  (£ХК S I f  Е ^5) , то

Ь —~ FATHER ( д) ;
SHEia)-SI2E(b)—  SI?£;6);

Иначе:

а  — FATHER ч Ь ) ;
oI3E4a^SUE;b)— SIZE (a).

1.2. П р о ц е д у р а  FlA/])(X) . П р о ц е д у р а FfA/J)(X) в и д а е т  н о м е р  п о д ­
м н о ж е с т в а ,  с о д е р ж а щ е г о  X.

I  S -  пустой стек ii ,

Шаг I .  X — t

Шаг 2 .  Пока F A T H E R ( t ) ^ A  (пустой у к а за т е л ь ) 

выполнить: t  S ; F A T H E R ( i ) - * t  .

Шаг 3 .  Пока 5 Ф пусто выполнить:

S =* у ; FATHER;*); I - '  SI2E (ъ)  .
Шаг 4 .  t - ^ F L V D .

В каждом из алгоритмов FEA7D и UVlQlV' п р едп олагается , что 

элемент X представлен узлом в ячейке "L , причем у з е л  со сто и т  

из полей:

EuT (I)-  X;
FATHER - о т о  я ч е й к а  у з л а ,  с о о т в е т с т в у ю щ е г о  

п р е д ш е с т в е н н и к у  X ;
51 EE Ki )  - ч и с л е  э л е м е н т о в  в  п о д д е р е в е  с  к о р н е м  X .
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ПРИЛОЖЕНИЕ 4

Справочное

А Л Г О Р И Т М  ВЫЧИСЛЕНИЯ ДИАМЕ Т Р А  ГРАФ*

Ш а г  I. Выбрать произвольную вершину в качестве базовой в ерши­

н ы  Л о ,

Шаг 2. Вычислить все расстояния сг Ха д о  остальных вершин

d(*o,y) и эксцентриситет Ь(Хо) , т.е. максимальное расстояние от Хо

д о  нсех остальных вершин (алгоритм вычислиения d^Xa,^-) л 1>(Хв)

приве д е н  ниже).

Ш а г  3. D ( X o ) - * ’ К
К —  inf 
К — ► svp

Ш а г  4. Для VЦ такого, что 

d(Xo,y)=X выполнить: 

а> вычислить D (у-) i 

б) если 3(у) > in-f , то
inf,

р е л и  inf r SUp , то и STOP .
Ш а г  5. Если tnf>Sl/P~2, то inf—]) и 5Т0Р , иначе:
■Si/p-2 —  W P :
к-i —  К

п е р е х о д  к тагу 4.

А л г о р и т м  вычисления d(Xo, у )  и Э(Хо) имеет следующий вид:

Ш а г  I. Вначале ни одна из вершин гра ф а  не помечена

СО— МАЯК (у) ; V t j e x .
Шаг 2. Пометить Хо О —  M A R K  ( Хо) 
llhr 3. L

( t - текущее расстояние от Хо д о  остальных вершин)

Ш аг 4. Пусть S - множество всех непомеченных вершин, смежных, 

по м е н ь ш е й  мере, е одной вершины с меткой L . Для всех вершин 

Шаг 5. Если S  - пустее, то D ( X q ) и  s t o p .

Lar 6. Положить i + f - H  и п е р е х о д  к aiary 4.
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ПРИЛОЖЕНИЕ 5

Справочное

МЕТОДИКА 0.1РЕДЕЯЕНИЯ ФУНКЦИИ ilPUBe&iHHUX 

ЗАТРАТ НА ВЫЧИСЛИТЕЛЬНЫЙ ШХШЛС В ЗАВИСИМОСТИ 

ОТ ИНТЕНСИВНОСТИ ОБРАБАТЫВАЕМЫХ ЗАПРОСОВ

I. ИСХОДНЫЕ ДАННЫЕ

1.1. Характеристики множества типов (моделей) обрабатывающих ЭВМ 

Л -  количество типоз ЭВМ,

U/. -  быстродействие ЭВМ L-го типа, оп/с, U*=ItSf );

Mi -  количество накопителей на магнитном диске (НЦД) в составе 

ЭВМ t—го тиш (как правило, « 4  для всех I );
/V
6 -  среднее время доступа к НЦД, с;

-  предельно допустимое значение коэффициента использования 

(загрузки) центрального процессора ( Ц П ) , =0^8;

-  предельно допустимое значение коэффициента использования 

(загрузки) НЦД, =0,7;

Q. -  приведенные затраты на ЭВМ о-го  типа;

1.2. Характеристики коммуникационной ЭВМ (процессора телеобра­

ботки данных)

W -  быстродействие ЦП;
*
- приведенные затраты;

j5*- предельно допустимое значение коэффициента использования ЦП.

I .J . Характеристики потока запросов

f  -  среднее количество операций ЦП обрабатывающей ЭВМ, приходя­

щееся на I запрос;

-  среднее количество обращений ЦП обрабатывающей ЭВМ к НМД, 

приходящееся на I запрос;

Р ,
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4- -  среднее количество операций Щ коммуникационной ЭВМ, необ­

ходимое для приема одного запроса, передачи его в обрабаты­

вающую ЗВМ, приема ответа из обрабатывающей ЭВМ и передачи 

его на терминал пользователя*

1 .4 . Характеристики ЭВМ берутся из каталогов, проспектов или 

паспортных данных; - f , D  определяются как средневзвешенные ве­

личины аналогичных параметров для всех задач проектируемср АС, ре­

шаемых в интерактивном режиме. Значения -f D j' для каждой ^-й 

задачи определяются разработчиками алгоритмов :ъшенмя задач; *f 

определяется разработчиком программных средств коммуникационной 

ЭВМ, либо берется из паспортных данных процессора телеобработки.

2 . ПРЕДВАРИТЕЛЬНЫЙ АНАЛИЗ МСНФИГУРАЦИЙ 

БШСШШШШ И01ШЕКС0В

2 .1 . Все типы обрабатывающих ЭВМ упорядочиваются по возрас­

танию быстродействия. .

Примечание I . Предполагаем, что для L - i j l  справедливы 

соотношения; W i-и -

В каждую типовую конфигурацию ВК входят одна или две отнотип- 

ных обрабатывающих ЭВМ, а также одна коммуникационная ЭВМ.

2 .2 . Определяется максимальное количество А/*' обрабатывающих 

ЭВМ L -го  типа, которое может бьтгь в ВК. Значение/К' =2, если 

одновременно выполняются соотношения:

г  W i  ^  Wch ( Л - f ) ) ;
2 O t <  $£♦ < ( С * и я - 1 ) У >
Инвче N i  -I*



am§ ш & з& ьът

Функция приведенных затрат F на БК в 

зависимости от интенсивности обрабатываемых 

запросов

Черт. I
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3. РАСЧЕТ ПРОИЗВОДИТЕЛЬНОСТИ ТИПОВЫХ КОНФИГУРАЦИЙ

ВЫЧИСЛИТЕЛЬНЫХ КОМПЛЕКСОВ

Дяя 1= 1 Д  производительность ВК оп!>еделяется согласно 

соотношению:

<Oi = Л11П (бн, 6ii ,(э5 ) , где

G a.j-tM W L  ; ;

4. РАСЧЕТ ПРИВЕДЕННЫХ ЗАТРАТ КА ТИПОВЫЕ КОНФИГУРАЦИИ

ВЫЧИСЛИТЕЛЬНЫХ КОШЛЕКСОВ

Для L ~ 1tJ l  приведенные затраты на ВК определяются 

соотношением: G is ,

Функция F(6) приведенных затрат на ВК в зависимости от интен­

сивности обрабатываема запросов определяется множеством пар точек 

( 6 1'. г ), определенных в пунктах 3,4. Указанное множество то­

чек определяет кусочно-постоянную возрастающую функцию F (Gi) , 

условный пример которой изображен на черт. I . функция F (бс) с 

помощью метода наименьших квадратов или графическим способом может 

быть аппроксимирована линейной функцией вида: F(6)~ а  + 06.
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прилож йнш ?: в

Справочное

1кЛ Н аН Ь УЛОВНЫХ ОБОЗНАЧЕНИЙ

АСУ - автоматизированная система управления

ВК - вычислительный комплекс

ВС - вычислительная система

КЛ -  коммутация пакетов

КТО - комплекс технических средств

ЛВС - локальная вычислительная сеть

ШОТТ - международный консультационный комитет по телефонии и 

телеграфии

МОС - международная организация по стандартизации

МДД - мультиплексор передачи данных

21РВС - многомалинная распределенная вычислительная система

НМД - накопитель на магнитном диске

ПС - программное обеспечение

PTi - руководящий технический материал

СМС - система массового обслуживания

ТК - терминальный комплекс

УК - узел коммутации

ЦП -  центральный п р о ц ессо р

ЭВМ -  злектреиная вычислительная малина
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ССЫЛОЧНЫЕ НОРМАТИВНО-ТЕХНИЧЕСКИЕ ДОКУМЕНТЫ

Обозначение НТД, на ! Номер пункта,подпункта,перечисления,

который дана ссылка ! приложения
!

РТМ 25 212-86 ч.2 п .2 .1 .2 , п .2 .9 .2 , п .3 .2 .2 , п .4 .1 .5 ,

п .4 .2 .2 , п .5 .2 .3 , п .5 .3 .1 , п .6 .6 .5 , 

н.14.4.2

РТМ 25 212-86 чЛО п .3 .2 .4 , п .4 .3 .5
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